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Abstract. In this article we will show how to derive the weighted Bergman kernel
using the theorems of Halperin and Stone ([4, 15]) on alternating projections. This
is generalization of what M. Skwarczy«ski did for regular Bergman kernels ([11, 12]).

1. Introduction

The Bergman kernel ([1, 5, 6, 10, 14]) has become a very important tool in geometric

function theory, both in one and several complex variables. It turned out that not only

classical Bergman kernel, but also weighted one can be useful, particularly from quantum

theory point of view (look in Ref. [2, 3] and Ref [7]). Unfortunately, it is di�cult to say

anything about the regular or weighted kernel of a given domain. Maciej Skwarczy«ski

used the theorems of Halperin and Stone ([4, 15]) to derive the Bergman kernel of a

domain D � CN by means of alternating projections. In this paper we will show how

to obtain the weighted Bergman kernel using these theorems. We shall start from the

de�nitions and basic facts used in this paper.

2. Definitions and notations

LetD � CN be a domain, and letW (D) be the set of weights onD, i.e.,W (D) is the set

of all Lebesque measurable, real - valued, positive functions onD (we consider two weights

as equivalent if they are equal almost everywhere with respect to the Lebesque measure on

D). If � 2W (D), we denote by L2(D;�) the space of all Lebesque measurable, complex-

valued, �-square integrable functions on D, equipped with the norm jj � jjD;� := jj � jj�
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given by the scalar product

< f jg >�:=

Z
D

f(z)g(z)�(z)dV; f; g 2 L2(D;�):

The space L2H(D;�) = H(D)\L2(D;�) is called the weighted Bergman space, where

H(D) stands the space of all holomorphic functions on the domain D. For any z 2 D we

de�ne the evaluation functional Ez on L2H(D;�) by the formula

Ezf := f(z); f 2 L2H(D;�):

Let us recall the de�nition [Def. 2.1] of admissible weight given in [9].

De�nition 2.1 (Admissible weight). A weight � 2 W (D) is called an admissible

weight , an a-weight for short, if L2H(D;�) is a closed subspace of L2(D;�) and for

any z 2 D the evaluation functional Ez is continuous on L2H(D;�). The set of all

a-weights on D will be denoted by AW (D).

The de�nition of admissible weight provides us basically with existence and uniqueness

of related Bergman kernel and completeness of the space L2H(D;�). The concept of a-

weight was introduced in [8], and in [9] several theorems concerning admissible weights

are given. An illustrative one is :

Theorem 2.1. [9, Cor. 3.1] Let � 2 W (D). If the function ��a is locally integrable

on D for some a > 0 then � 2 AW (D).

Now, let 's �x a point t 2 D and minimize the norm jjf jj� in the class Et = ff 2

L2H(D;�); f(t) = 1g. It can be proved in a similar way as in the classical case, that if � is

an admissible weight then there exists exactly one function minimizing the norm. Let us

denote it by ��(z; t). Weigted Bergman kernel function KD;� is de�ned as follows:

KD;�(z; t) =
��(z; t)

jj��jj2�
:

3. Theorems of Halperin and Stone and Bergman projections

3.1. Theorems of Halperin and Stone. We can reconstruct the weighted Bergman

kernel using the properties of orthogonal projection and the classical results of functional

analysis. Let us recall the theorems of Halperin and Stone. Let H be a Hilbert space,

and Fi; i = 1; 2; : : : k closed subspace of H.

Theorem 3.1 (Halperin, [4]). Let Pi : H ! Fi; i = 1; :::; k be an orthogonal projection

on Fi; i = 1; 2; : : : ; k and let P : H ! F be an orthogonal projection on F :=

F1 \ F2 \ : : : Fk. Then for any x 2 H,

(Pk � : : : � P1)
nx! Px:

Theorem 3.2 (Stone, [15]). Consider the descending sequence F1 c F2 c F3 : : : of

closed subspaces of H, and denote Pi : H ! Fi; i = 1; 2; : : : an orthogonal projection

on Fi; i = 1; 2; : : :. Then for any x 2 H we have

Pnx! Px
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where P is an orthogonal projection on F =

1\
n=1

Fn.

Prof. Maciej Skwarczy«ski applied the theorems of Halperin and Stone to reconstruct

the Bergman kernel of a domain 
 � CN . Let's follow him in the case of weighted

Bergman kernels.

3.2. The weighted Bergman projection. By the de�nition of admissible weight it

follows that L2H(
; �) is a closed subspace of L2(
; �). The orthogonal projection P
 on

L2H(
; �) is called the weighted Bergman projection. If h 2 L2(
; �) then h = h1+h2 2

L2H(
; �)� L2H(
; �)
?. De�ne the weighted Bergman projection by

(P
h)(t) =

Z



h(z)K
; �(z; t)�(z)dV

(then (P
h)(t) = h1(t) since K
; � 2 L2H(
; �)). So if we know the Bergman kernel, we

know the Bergman projection P
:

And conversely. Let t 2 U � 
 and U be a ball or another domain, for which

the weighted Bergman kernel is known (explicitly). De�ne h(z) = �U (z)KU; �(z; t) 2

L2(
; �) (we assume that �(z) � �(z) on U). We have for any f 2 L2H(
; �) thatZ



f(z)(P
h)(z)�(z)dV =
R


f(z)�U (z)KU; �(z; t)�(z)dV

=

Z
U

f(z)KU; �(z; t)�(z)dV = f(t):

But the Bergman kernel is the only element in L2H(
; �) with the reproducing property,

so

K
; �(z; t) = (P
h)(z); z 2 
;

for any t 2 
: So if we know the Bergman projection, we know the weighted Bergman

kernel K
; �:

Assume �rst that 
 =

s[
n=1

Un where Un � C
N is a domain, and let �n 2 AW (Un); n =

1; 2; : : : ; s. We may de�ne admissible weight on 
 on several ways. One one them is just

to take �(z)jUi = �i(z) (we assume then that �i(z) = �j(z) on Ui \ Uj).

Theorem 3.3. Denote Fi = L2H(Ui; �i); i = 1; 2; : : : s the closed subspace of a Hilbert

space L2(
; �): Then orthogonal projection on Fi is given by

(Pif)(z) =

�
(PUifUi)(z) for z 2 Ui

f(z) for z 2 
nUi

for f 2 L2(
; �) (we denote fUi the restriction of f to Ui). Moreover the Bergman

projection on L2H(
; �) is given by

PDf := lim
n!1

(Ps � Ps�1 � : : : � P1)
nf; f 2 L2(
; �):

Proof. We have that Pif 2 L2H(Ui; �i) = Fi by the very de�nition. Let us prove that for

f 2 L2(D; �) we have f = Pif + f1 2 Fi � F?i , or f � Pif 2 F?i .

(f � Pif)(z) =

(
fUi(z)� (PUifUi)(z) for z 2 Ui

0 for z 2 
nUi
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So for any g 2 Fi,Z



(f � Pif)(z) �g(z)�(z)dV =

Z
Ui

(fUi � PUifUi)(z)
�g(z)�(z)dV = 0;

i.e., f � Pif 2 F?i so Pi is a Bergman projection on Fi. Thus by the Halperin theorem

lim
n!1

(Ps � Ps�1 � : : : P1)
nf = P
f

where P
f is a projection on F = F1 \ F2 : : : \ Fs. But for f 2 L2(
; �) we have

f 2 F1 \ F2 : : : \ Fs = L2H(U1; �1) \ L
2
H(U2; �2) \ : : : L

2
H(Us; �s)

means f 2 Hol(
)\L2(
; �). And conversely, if f 2 L2H(
; �) then for any i = 1; 2; : : : ; s

we have f 2 Hol(Ui) ( since 
 =
Ss

i=1 Ui ) and f 2 L2(Ui; �i) - we used the de�nition

of �. �

Remark 3.1. If 
 =
Ss

i=1 Ui; where Ui is a ball or another domain, for which the

weighted Bergman kernel is known, we may use this theorem to get K
; �(z;w):

Theorem 3.4. Let 
 =
S1
n=1Dn; D1 b D2 b D3 b : : : and let � 2 AW (
); �n 2

AW (Dn). Assume moreover that �n(z) � �m(z) � �(z) for z 2 Dn and n � m.

De�ne Fn = L2H(Dn; �n) for n 2 N. Let Pn be the ( Bergman ) orthogonal projection

on Fn: Then the (Bergman) projection on L2H(
; �) is given by

P
f := lim
n!1

Pnf; f 2 L2(
; �):

Proof. Look that if f 2 L2(
; �) then for any n 2 NZ
Dn

jf(z)j2�n(z)dV �

Z
Dn

jf(z)j2�(z)dV �

Z



jf(z)j2�(z)dV <1:

It is clear that f 2 Hol(
) () f 2 Hol(Ui); for any i 2 N. We can use Stone theorem

to get desired result. �

Remark 3.2. It is clear that any domain 
 � CN may be written as


 =

1[
n=1

Dn; D1 b D2 b D3 b : : :

where Dn =
Ss(n)
i=1 Ui, where Ui is a ball (or another domain, for which the weighted

Bergman kernel is known). Thus using this theorem we can reconstruct the weighted

Bergman kernel of any domain 
 � CN : In practice, this theorem is based on strong

calculations, so in the most of cases we (probably) need to use the computer.

References

[1] S. Bergman: The kernel function and conformal mapping, A.M.S. Survey Number V, 2nd Edi-
tion, 1970.

[2] M. Engli²: Toeplitz operators and weighted Bergman kernels, J. Funct. Anal. 255(6) (2008),
1419�1457.

[3] M. Engli²: Weighted Bergman kernels and quantization, Comm. Math. Phys. 227(2) (2002),
211�241.

[4] I. Halperin: The product of projection operators, Acta Sci. Math. (Szeged) 23 (1962), 96�99.
[5] S. G. Krantz: Function Theory of Several Complex Variables , AMS Chelsea Publishing, 2001.



METHOD OF ALTERNATING PROJECTIONS. . . 55

[6] S.G. Krantz: Geometric analysis of the Bergman kernel and metric, New York [etc.] : Springer,
2013.

[7] A. Odzijewicz: On reproducing kernels and quantization of states, Comm. Math. Phys. 114
(1988), 577�597.

[8] Z. Pasternak-Winiarski: On the Dependence of the Reproducing Kernel on the Weight of

Integration, J. Funct. Anal., 94(1) (1990), 110�134.
[9] Z. Pasternak-Winiarski: On weights which admit the reproducing kernel of Bergman type,

Internat. J. Math & Math. Sci., 15(1) (1992), 1�14.
[10] B.V. Shabat: Introduction to Complex Analysis, Part II : Functions of Several Variables, Trans-

lations of Mathematical Monographs, Volume 110, A.M.S. 1990.
[11] M. Skwarczy«ski: A general description of the Bergman projection, Ann. Polon. Math. 46

(1985), 311�315.
[12] M. Skwarczy«ski: Alternating projections in complex analysis, Complex analysis and applica-

tions (Varna, 1983), 192�199, Publ. House Bulgar. Acad. Sci., So�a, 1985.
[13] M. Skwarczy«ski: Alternating projections between a strip and a halfplane, Math. Proc. Cam-

bridge Philos. Soc. 102(1) (1987), 121-�129.
[14] M. Skwarczy«ski, T. Mazur: Wstepne twierdzenia teorii funkcji wielu zmiennych zespolonych,

Krzysztof Biesaga, Warszawa, 2001.
[15] Stone, M. Harvey: Linear transformations in Hilbert space and their applications to analysis,

American Mathematical Society, Providence, 1932.

Faculty of Mathematics and Information Science

Warsaw University of Technology

Koszykowa 75, 00-662 Warsaw, Poland

E-mail address: p.wojcicki@mini.pw.edu.pl


