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A NEW SUBCLASS OF ANALYTIC FUNCTIONS DEFINED BY LINEAR
OPERATOR
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AND B. VENKATESWARLU!

ABSTRACT. In this work, we introduce and investigate a new class k—ﬁSs(a, ¢, 7,t)
of analytic functions in the open unit disc U with negative coefficients. The ob-
ject of the present paper is to determine coefficient estimates, neighborhoods
and partial sums for functions f belonging to this class.

1. INTRODUCTION

Let A denote the class of analytic functions f defined on the unit disk U =
{#z : |#| < 1} with normalization f(0) = 0 and f’(0) = 1. Such a function has
the Taylor series expansion about the origin in the form

(1.1) f(2) :z—i—Zanz”,

denoted by S, the subclass of A consisting of functions that are univalent in U.
For f € A given by (1.1) and ¢(z) given by

g(z) =z + Z by z"
n=2
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their convolution (or Hadamard product), denoted by (f * g), is defined as

(1.2) (f*g)(z):z—i-Zanbnz”:(g*f)(z) (ze€U).
n=2
Note that f x g € A.
A function f € Ais said to be in kK — US(7), the class of k—uniformly starlike
functions of order 7,0 < v < 1, if satisfies the condition
——1‘+% (k> 0),

Zf’(Z)}

Res ——= 7>k

{ f(z) f(2)

and a function f € A is said to be in k — UC(v), the class of k—uniformly
convex functions of order 7,0 < v < 1, if satisfies the condition

R e
Uniformly starlike and uniformly convex functions were first introduced by
Goodman [5] and studied by Ronning [7]. It is known that f € k — UC(v) or
f € k—US(y) if and only if 1 + /() or 2z
f'(2) f(2)

values in the conic domain R, which is included in the right half plane given
by

Rmz{w:u—l—ivEC’:u>k\/(u—1)2+v2+% k;ZOandny[O,l)}.

Denote by P(P;,), (k > 0,0 < v < 1) the family of functions p, such that
p € P, where P denotes well-known class of Caratheodory functions. The
function P, maps the unit disk conformally onto the domain R; , such that
1 € Rk, and ORy 4 is a curve defined by the equality

(1.3)

2
8Rk,7:{w:u+w€C:u2: <k\/(u—1)2+v2+’y> , kEOand’yE[O,l)}.

From elementary computations we see that (1.3) represents conic sections sym-
metric about the real axis. Thus Ry, is an elliptic domain for £ > 1, a parabolic
domain for k£ = 1, a hyperbolic domain for 0 < ¥ < 1 and the right half plane
u >, for k = 0.

In [9], Sakaguchi defined the class S, of starlike functions with respect to
symmetric points as follows:

2f'(2)

, respectively, takes all the
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Let f € A. Then f is said to be starlike with respect to symmetric points in U

if and only if
22f'(2) s
re{ T ) 2 0 e

Recently, Owa et al. [6] defined the class S;(«, t) as follows:
(1 —1)zf'(2) }
Re<~——+———~4%>aq, (z€U),
SEe IR
where 0 < a < 1, |t| < 1,t # 1. Note that S,(0, —1) = S; and S,(a, —1) = Ss(«)
is called Sakaguchi function of order a.
The function ¥(a, ¢; z) be the incomplete beta function defined by

 (@)n
C) — n —1.-92. ...
U(a,c;2) =2+ ; s 2" c#0,—1,-2,
where (), is the Pochhammer symbol defined in terms of the Gamma function
by
o) ~I'A+n) 1, if n=0;
" T M+ (A +n—1), ifneN

Further, for f € A,
L(a,o)f(z) =V(a,c;z) x f(2) =2+ Z o(a,c,n)a,z"
n=2

(@)n—1
(n-1’
where L(a, c) is called Carlson-Shaffer operator [3] and the operator * stands
for the Hadamard product (or convolution product) of two power series is
given by (1.2).

We notice that L(a,a)f(2) = f(z), L(2,1)f(z) = zf'(z2).

Now, by making use of the linear operator L(a, c), we define a new subclass

where ¢(a,c,n) =

of functions belonging to the class A.

Definition 1.1. A function f € A is said to be in the class k — US,(a, ¢, v, t) if for
all z e U
(1 —t)z(L(a,0) f(2) } ’ (1 —t)2 (L(a,0) f(2))"
Rl Hara 0 = Lot 7| 2 T L e
fork>0,]t| <1,t#A1,0<~vy<1.

—1 +77
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Furthermore, we say that a function f € k — US;(a, ¢,,t) is in the subclass

k — US,(a,c,7,t) if f(z) is of the following form

(1.4) f(z):z—Zanz", a, > 0,neN, zeU.

n=2

The aim of the present paper is to study the coefficient bounds, partial sums
and certain neighborhood results of the class k — U Ss(a,c,v,t).
Firstly, we shall need the following lemmas.

Lemma 1.1. Let w = u + iv. Then
Rew > aifand only if |w — (1 + )| < Jw+ (1 — a)].
Lemma 1.2. Let w = u + iv and «, ~y be real numbers. Then

Re w > a|w — 1| + v if and only if Re{w(1 + ™) — ae®} > 7.

2. COEFFICIENT BOUNDS OF THE FUNCTION CLASS k — US,(a, ¢, v, t)

Theorem 2.1. The function f defined by (1.4) is in the class k — ﬁSs(a, ¢, v, t) if
and only if

(2.1) Z¢(a, c,n)n(k +1) —up(k+7)|a, <1—7,
n=2

where k > 0,]t| <1,t #1,0<y<landu,=1+t+---+ "L
The result is sharp for the function f(z) given by

1_7 n
o(a,e;m)|nlk + 1) —an(k +7)]

)=z~

Proof. By Definition 1.1, we get

{002 (L.d ) (1- 1)z (L(a, ) (=)’
R{Lw@ﬂ@—meﬁ@a}ZﬂL@@ﬂ@—L@@ﬂm)

Then by Lemma 1.2, we have

Re{ (=02 (L@ G () o kew} >q, —m<f<n

—1‘+7.

Lla,c)f(z) = L(a, ) f(tz)
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or equivalently
(2.2)
Re{(l —t)2(L(a,c)f(2))" (1 + ke”) ke [L(a,c)f(2) — L(a,C)f(tZ)]}
L(a,c)f(z) = L(a, ) f(tz) L(a,c)f(z) = L(a, ) f(tz)
Let F(z) = (1 —t)z (L(a,c) f(2)) (1 + ke?®) — ke [L(a, c) f(2) — L(a, c) f(tz)]
and FE(z) = L(a,c)f(z) — L(a,c) f(tz).
By Lemma 1.1, (2.2) is equivalent to

> 7.

[F(2) + (1 =7E(R)| = [F(z) = (1+7)E(2)], for0 <y < 1.
But:
[F(2) + (1 =) E(2)]

:’(1 —t){(2-7)z— Z d(a,c,n)(n + u,(1 —7))a,z" — ke qu(a, e,n)(n— uy)a,z"

n=2 n=2
2|1—t|{( )|z — Zgba e,n)|n + u, (1 —)|a,|z" |—k2¢a c,n)n — uyla,|2" |}
n=2

Also:
|F(z) — (1+7)E(z)|

= ‘(1 —i){ -z — Z d(a, c,n)(n — up (1 +7))ap2" — ke Z o(a,c,n)(n — up)a,z"

n=2 n=2

<1 - t\{fy\z| + Z(b(a,c, n)n —u, (14 7v)|a,|2"| + kZ(b(a,c, n)n — un]an]z”]}.
n=2

n=2

So, we have:
[F(2) + (1 =7)E(2)] = |[F(2) = (1 +7)E(2)]

21 = 420 = )|zl = D dla,cm) [In -+ un(l = )| + 0 = wn (14 7)| + 2K[n = | Jaa|2"|}

n=2

>2(1 =)zl = > 2¢(a, ¢, n)|n(k + 1) = uy(k +7)]an|z"| >0

or

Z¢(a,c, n)|n(k +1) = u,(k +7)|a, <1-17.
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Conversely, suppose that (2.1) holds. Then we must show

[ =Dz (Lla,0)f(2)) (1+ ke®) — ke® [L(a, ) f(2) — L(a, ) (t2)]
R { L(a,c)f(z) — L(a,c) f(tz) } > .

Upon choosing the values of z on the positive real axis where 0 < z = r < 1,

the above inequality reduces to

(1=7v) - nizo:? d(a, c,n)[n(1 + ke?) — u, (v + ke?)]a, 2"

Re = > 0.
1= > o(a,c,n)upa,z"t
n=2
Since Re(—e%) > —|e??| = —1, the above inequality reduces to
(1 - ’7) - Z (b(aa c, n) [TL(l + k) - U’n(’y + k‘]anrnil
Re n=2 — > 0.
1- Z ¢(a7 c, n)unanrn_l
n=2
Letting » — 1~, we have desired conclusion. O

Corollary 2.1. If f(z) € k — US,(a, c,7,t) then

-y
d(a,e,n)|n(k +1) — up(k +7)|

where k > 0,]t| < 1,t #1,0<~y<landu,=1+t+---+t" L

ay <

3. NEIGHBORHOOD OF THE FUNCTION CLASS k — ﬁSS(a, ¢, Y, t)

Following the earlier investigations (based upon the familiar concept of neigh-
borhoods of analytic functions) by Goodman [4], Ruscheweyh [8], Altintas et
al. [1,2].

Definition 3.1. Let k > 0, [t| < 1,t #1,0<~v < l,a>0andu, =1+t+---+
t"~1. We define the a—neighborhood of a function f € A and denote by N,(f)

consisting of all functions g(z) = z — Y b,2" € S(b, > 0,n € N) satisfying
n=2

’|an—bn|§1—0z.

= o(a,c,n)|n(k +1) —u,(k +7)
> )

n=2
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Theorem 3.1. Let f(z) € k — US,(a,c,,t) and for all real § we have (e —
1) — 2¢% £ 0. For any complex number ¢ with |¢| < a(a > 0), if f satisfies the
following condition:
f(z) + ez
I+e

then N, (f) C k — USs(a,c,,t).

€k— ﬁSS(a,c,%t)

Proof It is obvious that f € k — U Ss(a, c,7,t) if and only if
(1 —t)z (L(a,c) f(2))" (1 + ke”) — (ke + 1 + ) (L(a,¢) f(2) — L(a, ¢) f(t2))

(1= 0z (L{a. ) f (=) (1+ kei®) + (1 — ke® ) (L, f(2) — L{a, ) f(t2))| b
when —7 < 6 < 7. For any complex number s with |s| = 1, we have

(1—t)2 (L(a,0)f(2)) (1 + ke”) — (ke +1+7) (L(a,0)f(2) — L(a, c) [ (tz)) L
(1 =)z (L(a,0)f(2))" (1 + ke®) + (1 — ke — v) (L(a, ) f(2) — L(a,c) f(t2))
In other words, we must have

(1—35)(1 =)z (L(a,c)f(2)) (1 + ke™) — (ke + 14 v+ s(—1 4 ke + 7))

(L(a, ) f(2) = L(a, ) f(tz)) # 0.
which is equivalent to
_%la,en) ((n —un) (1 + ke — ske®) — s(n+ u,) — upy(1 — 5)) 0
: nz; v(s—1)—2s 70
(f xh)

However, f € k — (788(@, ¢,v,t) if and only ~~——= # 0,z € U — {0}, where
z
h(z)=2z— > ¢,2" and

¢(a,c,n) ((n — u,) (1 + ke — ske™) — s(n +u,) — up,y(1 = 5))
v(s—1)—2s ‘

¢la,c;n) [n(l + k) — un(k +7)| since M belongs in
1—~ 1+e

the class k — ﬁSS(a, ¢,7,t), therefore =1 (% * h(z)) = 0, which is equiva-

n —

We note that |¢,| <

lent to

(fxh)(z) = e
(3.1) (1+¢€)z * 1+e€

£ 0.
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(f xh)(2)

z

Now suppose that < «a. Then by (3.1), we must have

€] 1

(f*h)(z)
“Tt+e [+d -

z

el -«
[1+e =7

(FmE)|

z

(fxh)(z) €
‘ (1+€)z +1+6

this is a contradiction by |¢| < o and however, we have

Ifg(z) = 2 — 3 buz" € Na(f), then

a_‘(g*h)(z) S’((f—g)*h)@ gi\an—bnl\cnllznf

3 dla e+ ) — (b +)

|\an—bn|§a.
l—n

n=2

4. PARTIAL SUMS OF THE FUNCTION CLASS k — f]Ss(a, ¢, Y, t)

In this section, applying methods used by Silverman [10] and Silvia [11], we
investigate the ratio of a function of the form (1.4) to its sequence of partial

sums f,(2) =z + > ap2".

n=2
Theorem 4.1. If f of the form (1.1) satisfies the condition (2.1) then
f(z) } 1
4.1) Re { >1-—
fm(Z) 6m+1
and
s L ifn=23-,m;
") Sr, ifn=mA41mA42,---.
where
1 _
4.2) 5. — dla,e,n)|n(l 4+ k) — u,(k + ’y)]

|
The result in (4.1) is sharp for every m, with the extremal function

zm—l—l

4.3) f(z)=2z+

5m+1
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Proof. Define the function w, we may write

14+ w(z) f(z) 1
(4.4) —— =0, { —1-

1— w('Z) o fm(z) 5m+1

m o0
T4+ Y a2 P+ 0 Y. apz™ !
n=2 n=m-+1

1+ > apzn!

n=2

Then, from (4.4), we can obtain

oo
—1
5m+1 Z anz"

n=m+1
U}(Z) = m o0 )
242 02" 01 Y, apa™t
n=2 n=m-+1
and .
6m+1 Z anp,
n=m-+1
jw(z)] < m SR
2—2> ap—0Oms1 D, ay
n=2 n=m-+1
Now |w(z)| < 1if 2041 Y. an <2—2) ay,,
n=m+1 n=2
which is equivalent to
(4.5) Yyt 0m Y an <1
n=2 n=m-+1

It is suffices to show that the left hand side of (4.5) is bounded above by

o0
dna,, which is equivalent to
n=2

m

> (60— Dan + f: (8 — Ot )an > 0.

n=2 n=m-+1
To see that the function given by (4.3) gives the sharp result, we observe that
for z = re™/, /(2) =1+ S Taking = — 1~, we have
fm(z) 5m+1
1) 1
fm(‘z) 5m+1
This completes the proof of Theorem 4.1. O

We next determine bounds for

fz)
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Theorem 4.2. If f of the form (1.1) satisfies the condition (2.1) then
Re { fm(z) } > 5m+1

f(2) ] 7 14 6m

The result is sharp with the function given by (4.3).

Proof. We may write

—Z2 =(14+6,, —
g~ o {5 -
T4+ anz™ V=6 D ap2™!
_ n=2 n=m-+1
1+ > apzn!
n=2
where
(1 + 5m+1) Z anzn_l
n=m-+1
wlz) = - -
— (2 +2> a2zt — (1= 0my1) D, anz”—1>
n=2 n=m++1
and

(1+5m+1) Z an

n=m-+1

jw(z)] < I — <1
2—2> an+ (1 —=0ms1) Y. an
n=2 n=m-+1
This last inequality is equivalent to
(4.6) St > an <1
n=2 n=m+1

It is suffices to show that the left hand side of (4.6) is bounded above by

o0
> d,a,, which is equivalent to

n=2
> (0= Dan+ Y (0n = Omer)an > 0.
n=2 n=m+1
This completes the proof of Theorem 4.2. O

We next turn to ratios involving derivatives.
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Theorem 4.3. If f of the form (1.1) satisfies the condition (2.1) then

1'(z) } m+1
“4.7) Re{ > 11— ,

f’r/n(z) Om+1

f (2)} Om+1
4.8 R m >
48 e{fl(z) T l+mAt Oy
where

577,2 176 » l:fn:17273a"'7m;
noEs, fn=m+1lm+2,--.

and 6, is defined by (4.2). The estimates in (4.7) and (4.8) are sharp with the
extremal function given by (4.3).

Proof. Firstly, we will give proof of (4.7). We write

m o0
1, 6 _
1+ Y na,z" 1+n(b”—:11 > napz" !
n=2 n=m-+1

1+ > apzn!

n=2

where

5 - 1

m—+41 n—

mal E nanpz
n=m-+1

m o0
Sm _
242 nazn 422 N na,zn!

w(z) =

m—+1
n=2 n=m+1

and

Smp1 i nay,
mt n=m-+1
w(z)] <

— m s o0 .
m—+41
2 — 2 E nay, + m_Jrl E nany
n=2 n=m+1

Now |w(z)| < 1if and only if

m 5m+1 )
4.9 ;nan+m+1 Z na, <1,

n=m+1

since the left hand side of (4.9) is bounded above by i Op Q.

n=2
The proof of (4.8) follows the pattern of that in Theorem 4.1.
This completes the proof of Theorem 4.3. O
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