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GENERATION OF CYCLE PICTURE LANGUAGES USING SEQUENTIAL
SPIKING NEURAL P SYSTEM

C.Y. PREETHI, HEPZIBAH A. CHRISTINAL!, S. JEBASINGH, AND A. CHANDY

ABSTRACT. Spiking Neural P Systems (SN P Systems) is a bio-inspired com-
puting model, abstracting the model of brain in processing information using
spikes and neurons. The theoretical study of the model has proved that it can
compute sets of positive numbers, Boolean functions and string languages.
Cycle picture language is a set of pictures obtained using cycle grammar and
chain code representation. In this paper we aim to compute the cycle picture
languages using a variant of SN P system namely, Sequential SN P System
using neurons and spiking rules. We compute the cycle picture language of
sequence of chains.

1. INTRODUCTION

Membrane computing is a new branch of natural computing which was ini-
tiated by Gheorghe Paun in 1998 [7]. The principle of membrane computing is
to abstract computing ideas from the structure and the functioning of a single
cell and from complexes of cells, such as tissues and organs including the brain.
The models obtained are distributed and parallel computing devices, usually
called P systems. In the literature we find that there are three main classes of P
systems investigated: cell-like P systems, tissue-like P systems and neural-like
P systems. Spiking Neural P system (SN P System) is the special case of neural-
like P system, where the computations are inspired by the neuro physiological
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behaviour that sends electric impulses alongside axon to other neurons. SN P
systems are proved to generate string languages and functions [3], [8], [6].

Picture languages are generalization of string languages. In the literature
we find various methods to generate picture languages using grammars [2].
A string over the alphabet denotes a picture if the alphabets describes a unit
line move in the two dimensional plane by walking in the direction of north,
east, west and south respectively. Such a word is called a chain code, intro-
duced by Freeman [1]. A set of pictures described using a chain code is called
a chain code picture language. In [5], the authors have studied the gener-
ation of space filling curves using P system with parallel rewriting. In [4],
the authors have studied the generation of cycle picture languages using cycle
rewriting chain code P system. The aim of the present study is to compute cycle
picture languages using Cell-like SN P System in sequential model and study
the generative power in terms of the number of neurons.

In section 2, we present the preliminaries of chain code pictures, cycle pic-
ture languages and Cell-like SN P System. In section 3, we present a Cell-like
SN P System to construct the sequence of even number of chain in sequential
mode. The string language generated by the system is mapped to the pic-
ture description alphabets through the homomorphism. The picture words ob-
tained through homomorphism describe the required chain code cycle picture
language.

2. PRELIMINARIES

Chain codes is one of the approaches for solving the problem in picture pro-
cessing. It gives the connection between pictures and strings describing pic-
tures [1]. A string over the alphabet > = {n,e, w, s} denotes the picture if the
alphabets describes a unit line move in the two dimensional plane by walking
in the direction of north, east, west and south respectively. This type of word
was introduced by Freeman. A set of pictures described using a chain code is
called chain code picture language. A picture word describes a cycle if it is a
closed curve. A picture word denotes elementary cycle if it is a cycle and no
proper sub word of w forms a cycle. A set of pictures is called picture language
and a set L of picture words is called a picture description language.
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A cell-like SN P system of degree m > 1, is a construct of the form

H ={0,p,n1,...,0m, R, ..., Ryio},
Where:

O = {a} is the singleton alphabet( the object a is called spike);
(1 is a hierarchical structure of neurons;

n;, 1 < i < m, is the number of spikes initially present in the compart-
ment i of y;
e R;,1 < i < m, is the finite set of rules from the membrane i, of the
following two forms:
(a). E/a® — u, where E is a regular expression over O, ¢ > 1, and pis a
sequence of pairs of the form (a?, tar),p > 1, tar € {here, out, in, ing; }U
{in[1 < j <m};
(b) a® — A, forsomes > 1, with the restriction that a® ¢ L(E) for any
rule F/a® — u of type (1) from R;;
e ip € {0,1,...,m} indicates the output region of [].

The rule E/a® — u is called firing rule , where u = (af,tary) ... (a},tary)
with P; > 1 and tar; € {here,out,in,ing} U {ing)|l < j < m},1 <0 < k.
The rule is applied as follows: if compartment i € 1,2,..., m where the rule
resides contains k spikes and a* € L(FE), k > c, then the rule is enabled and
it can be applied. Using such a rule means consuming c spikes and producing
p1 + - -+ + pr spikes of u : the target indications here,out,in,in,; ,means that
the spikes with target here remain same region where the rule is applied, the
spikes with target out are moved to the region immediately outside membrane
i, while the spikes with the target in are sent to one of the immediately inner
membranes, it moves sequentially of all the rule used. If a rule £/a® — u has
E = a°, then we will write it in the simplified form a® — p.

The rules of the form a(® — ) are forgetting rules. If compartment i con-
tains exactly s spikes, then the rules can be applied and it removes s spikes
immediately from the compartment. Thus the rules are used in sequential
manner in each compartment. The computation in Cell-like SN P system is de-
scribed by the number of spikes present in each compartment. Thus, the initial
configuration is Cy =< ny,ns,...,n,, >. Using the rules as described above.
A transition between two configurations C; and C; is denoted by C; — Cs.
Any sequence of transitions starting from the initial configuration is called a
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computation. A computation halts if it reaches a configuration when no rule
is used. The language generated by cell 4AS like SN P system is denoted by
L(7) = {(a®)*(aa®a®)k [k > 1}. LSNP, {forg, here,in,ing,} denotes the fam-
ily of all set of languages generated by the system with at most m membranes,
using forgetting rules and target indications of the types given.

The output string language L(7) obtained from the SN P system is mapped
with the chain code alphabets > = {n, e, w, s} by a homomorphism ¢ : L(7) —
> . The chain code interpretation of the string language ¢(L(7)) gives the
desired cycle picture language representation.

3. GENERATION OF SEQUENCE OF EVEN NUMBER OF CHAINS USING CELL-LIKE
SNP SYSTEM

In the following we present a Cell-Like SNP system which generates cycle
picture language, sequence of even number of chains, in sequential mode.

H = (O, M, Mo, N1, Na, Ro, Rl, R27 Zo) Where
e O = {a} is a spike
o 1= [[llllo
o no = {¢};m = {a*}inz = {¢}
e Rules are as follows:

a(a®)/a®* — (a®*, out)(a®**1, iny)

a®**1/a — (a, out)

a®* Ja® — (a®, out)

%73 /a? — (a?, out)

((a2)* /a2 — (a2, out)(a?, here)

“Ri={a* > N\s=2k—1

- Ry =

La — (a,out)
(aﬁk“/a — (a, out)
- Ry = ¢ a% /a3 — (a3, out)

a® =3 /a? — (a?, out)

\
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FIGURE 1. Sequence of even number of Chains

3.1. Overview of the computation. The computation of the system is sequen-
tial at the level of membrane and also with respect to the implementation of
the firing and forgetting rules present in the region. The system has 3 mem-
branes ngy,n; and n, each with firing rules and forgetting rules defined in the
set Ry, R, and R,. Initially the membrane region n; has 2 spikes and the other
regions do not have any spikes. The region n; with spike is activated and the
rules from the set R, are applied non-deterministically to the spikes.

The neuron n; can either apply the firing rule or the forgetting rule non-
deterministically. Suppose that the system non-deterministically selects the
forgetting rule and applies to the spike a? then one spike will be lost and an-
other spike will remain in the system. In the next step the neuron will apply
the firing rule a« — (a, out) and send the remaining one spike to the neuron n.
Now the neuron ny will be activated and n; will stop applying the rules. But
in ng , no firing rule is applicable and computation stops without emitting any
spikes.

/

aia*xla’x 3 {a'x, cutlatse; in_z)
s'see1/s 3 (3, out)

e"a'a 3 (2" oul)

ahsex'a’s - (8%, ouf)

FIGURE 2. The cell-like membrane structure with firing and for-
getting rules



588 C. Y. PREETHI, H. A. CHRISTINAL, S. JEBASINGH, AND A. CHANDY

Assume that the system non-deterministically selects the firing rule
(a®)*/a* — (a®, out)(a?, here)

and applies to the spike a?. In that case it consumes a? spike and sends a? spike
to ng, produces a? spike in n;. This process of sending a? spike to ny and pro-
ducing a? spike in n, is repeated till the system chooses to apply the forgetting
rule. On repeating the firing rule k times, ny and n; will have (a?)* spikes.
When the system apply the forgetting rule a®* — \,s = 2k — 1, the a?~! will
be forgotten from n; and the region will have only one spike remaining. This
result in the application of the rule a — (a,out) and the a spike is consumed
and one spike is emitted to n,. After k+ 1 steps the neuron n; will not have any
spikes and ng will have a(a?)* spikes, which triggers the neuron n, to apply the
rules.

In n, the presence of a(a?)* spikes makes the system to non-deterministically
apply the rule a(a®*)/a®* — (a®*,out)(a®**+1, in,y). The application of the rule
consumes (a?)* spikes, emits (a?)* spikes to the environment produces a®*!
spikes in to the region n,. The (a?)* spikes emitted from n, forms part of the
output string of the computation. Now the neuron n, has only spike and n, has
a%+! spikes. The presence of a®**! spikes activates the neuron n, to apply the
firing rules.

In n, the presence of a%+! spikes makes the system to non-deterministically
apply the rule a®**! /a — (a, out). The application of the rule consumes a spike,
emits a spike to the region n, and the region n, has spikes. The presence of
a®* spikes makes the system to non-deterministically apply the rule a%*/a® —
(a3, out), resulting in the consumption of a® spikes and emitting a> spikes to the
region ng and the region n, has a3 Ok—3
spikes makes the system to non-deterministically apply the rule a®~3/a?> —

spikes remaining. The presence of a

(a?, out), resulting in the consumption of a? spikes and emitting a® spikes to
the region n, and the region n, has a%~° spikes remaining. This process will
be repeated until the region n, has only one spike and the region n, will have
a%+! spikes. The presence of a%*! spikes activates the neuron n, again to
apply the firing rules.

In n, the presence of a®*! spikes makes the system to non- deterministically
apply the rule a® /a® — (a3, out), resulting in the consumption of a spike and
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emitting one spike to the environment and the region n, has a°* spikes remain-
ing. The single spike emitted from n, is placed along with the output string of
the computation (a?)*a.

Now the region n, has a®* spikes which makes the system to non- determin-
istically apply the rule a /a® — (a3, out), resulting in the consumption of a*
spikes and emitting a® spike to the environment and the region n, has a3
spikes remaining. The a® spikes emitted from n, are placed along with the
output string of the computation (a?)*aa®.

Now the region n, has a®* 2 spikes which makes the system to non-determini-
stically apply the rule a®*~3/a?> — (a2, out), resulting in the consumption of a?
spikes and emitting a? spikes to the environment and the region ny has a® 5
spikes remaining. The a? spikes emitted from n, are placed along with the
output string of the computation (a?)*aa®a?. This process is repeated until the
region is left with 2 spikes and no firing rule is applicable and computation
stops. At that time the sequence of spikes emitted from the output neuron n,
will be in the form (a?)*(aaa?)*, k > 1.

Finally we define a homomorphism ¢ between the output string language
(a®)k(aa®a®)k,k > 1 to the set Y. = {n,e,w,s} to obtain a chain code inter-
pretation of the output. Let ¢(a®*) = €%, ¢(a) = n, #(a®) = ws?, ¢(a®) = wn.
Hence the string language obtained from the sequential cell-like SN P system
is given by L(]]) = {e*(nws?>wn)*,k > 1}. The chain code interpretation of
the string language gives the cycle picture language namely, sequence of even
number of chains.

4. CONCLUSION

In this paper, we have studied the generation of sequence of even number of
chains using the bio-inspired computational model, sequential cell-like spiking
neural P system with 3 neurons. The study links SN P system with cycle picture
languages and indicates that SN P system is a powerful mathematical model
to study picture languages, fractals and other space filling curves, which has
not been previously reported in the literature. The study gives the scope that
the model need to be further investigated in the generation of cycle picture
languages such as kites, Von Koch quadric 8 segment-like curves and space
filling curves.
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