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COMPARATIVE STUDY OF HYBRID SWARM OPTIMIZATION FOR
FEATURE SELECTION AND CLASSIFICATION ACCURACY

MUKESH! AND JYOTI VASHISHTHA

ABSTRACT. Hybrid algorithms are the combination of two or more algorithms
to use the advantages or eliminate the drawbacks of individual algorithms for
improving overall search efficacy. In this regard various combinations of differ-
ent algorithms at different levels have been proposed in the research literature
of data mining. Artificial bee colony (ABC), genetic algorithms (GA), parti-
cle swarm optimization (PSO) etc. are various swarm optimization algorithms
which have been hybridized in many recent research papers in the field of data
mining. These hybrid algorithms play important role to improve the classifi-
cation accuracy of the models. In this work, we compare the performance of
different hybrid swarm optimization algorithms validated by most famous clas-
sifiers i.e. SVM (support vector machine) and KNN (k-nearest neighbour). This
review provides a comparison table of the performance of various hybrid al-
gorithms in terms of classification accuracy and feature selection. This work
presents a review on hybrid algorithm based on data mining techniques which
motivate us to work on hybridization approaches for classification purpose.
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1. INTRODUCTION

Swarm is a group of individuals, which communicate and co-ordinate with
each other. Apparently the intelligent behaviour that surfaces from the collec-
tive behaviour of large number of these independent agents is termed as ’swarm
intelligence’. This word was firstly introduced by G. Beni, Hackward and J.
Wany in 1989 [1]. Swarm Intelligence, a branch of Artificial Intelligence, mod-
els the cooperative behavior of social swarms. It provides an idea to control
and manage complex systems by interacting among the entities. The communi-
cation medium of agents can be of direct or indirect. In direct interaction the
agents interact with each other by audio or visual contacts such as the waggling
of honey bees and in indirect interaction, the communication is through envi-
ronment. One of the agents changes the environment and other understands
that change. For example, the pheromone traces of ants deposited on their way
to hunt for food sources.

The evolving field swarm intelligence attracted many researchers and inspired
them to model the collective behavior of social swarms in nature, such as ant
colonies, honey bees, bird flocks etc. [2-4]. Inspired by natural swarm systems,
a number of swarm optimization approaches like particle swarm optimization
(PSO), cat swarm optimization (CSO), artificial bee colony optimization (ABC),
ant colony optimization (ACO) are designed and developed and successfully ap-
plied in varied range of domains like function optimization, scheduling, struc-
tural optimization, finding optimal routes, machine learning, data mining, med-
ical informatics, operations research, bioinformatics, image analysis, industrial
problems, and even business. Data mining is the automated or semi-automated
procedure of breaking down and demonstrating the huge information reposi-
tory so as to concentrate interesting data [5]. It may be referred as an interdis-
ciplinary field which involves the integration of various techniques and methods
from multiple disciplines such as statistics, machine learning, neural networks,
data visualization, image and signal processing, and data analysis. It may also
be defined as the process of discovering meaningful information from stored
data by using machine learning and data visualization techniques.

Data mining is often referred as a crucial step in knowledge discovery which
deals with applying methods to mine interesting data patterns whereas knowl-
edge discovery is the standardized process of finding unknown and interesting
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FIGURE 1. Feature Selection Process

information from raw data involving pre-processing and post-processing steps
other than data mining [6]. Feature selection has become primary task of re-
ducing the complexity, computational speed while improving the accuracy of a
classification problem.

2. FEATURE SELECTION

Feature selection is very vital part of the classification process. In datasets,
all the features are not important. The feature selection process selects only
those attributes are which are actually needed and reduce the irrelevant and
unnecessary features for the classification. With the reduction of the dimensions
of data, the performance of classification process improves. Figure 1 shows the
process of feature selection. Feature selection solves this problem by [7].

Recently, with the intensification of data dimensionality, a number of algo-
rithms of feature selection confronts in terms of efficiency and effectiveness.
Feature selection is done by using a classifier along with an optimization tech-
nique. There are many optimization techniques used in feature selection such
as particle swarm optimization, genetic algorithms, ant colony optimization etc.
For the classification purpose, support vector machine, decision trees techniques
can be used.
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2.1 Feature Selection Problem
Assume a dataset D with R number of records and N dimensionsi.e. D = RxN
matrix. Now the feature selection process finds n dimension where n<N. The

two types of decision are taken in this process:

- Number of features

- Best subset of features
For all the n features, a pre-defined criterion function is found. One example
of the criterions function is accuracy. Based on criterion function, the features
that perform worst are discarded. Criterion function is the important decision
of feature subset selection. There is no single criterion function which is best for
all the data mining problems.

2.2 Importance of Feature Selection

Feature selection become more significant when the numbers of features are
very huge [8]. There is no need to use all the features in the algorithm. You can
only select those features that are important for your algorithm. I have myself
witnessed feature subsets giving better results than the complete set of feature
for the same algorithm. By feature selection not only training time reduced but
also the evaluation time is reduced, you also have lesser things to worry about.
Following are the top reasons to use feature selection:

(a) Provides better handling capabilities to machine learning techniques in
lesser time.

(b) Reduces complexity and make model simpler to understand.

(c) Improves classification accuracy if relevant and less number of feature
subset is selected.

2.3 Working of Feature Selection in Data Mining

Before training the model, feature selection is performed. Feature selection
technique is ’by default built in’ With a number of algorithms, so the inappropri-
ate columns can be expelled and best features subset are repeatedly revealed.
Each and every algorithm having feature selection techniques have their own
way of applying the features intelligently. On the other hand, the parameters
can be manually set to control feature selection behavior.
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FIGURE 2. Classification Process based on Three Optimization Al-
gorithms (PSO, GA, ABC)

3. SWARM INTELLIGENT ALGORITHMS

Various swarm intelligence algorithms have been widely used in the field of
data mining, machine learning, parameter optimization and feature reduction
due to their superior characteristics of parallel processing, fast optimization, and
global optimization ability [9]. Figure 2 shows working process of three swarm
optimization approaches named as Particle Swarm Optimization (PSO), Genetic
Algorithm (GA) and Artificial Bee Colony algorithm (ABC). This figure proves
that these approaches have different ways to provide the similar output.
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3.1 Artificial Bee Colony Optimization Algorithm (ABC)
The Artificial Bee Colony (ABC) algorithm is a swarm based meta-heuristic al-
gorithm. It is inspired by the intelligent searching behavior of honey bees. Work

of honey bees is divided into four type i.e. foraging, storing, distributing and re-
trieving honey. Recruitment and information exchange are two main processes
of ABC. Bees follow a different communication medium which is waggle dance.
These bees can be separated by three groups named as employed, unemployed
and scouts bees [10]. Employed bees are experienced bees, which move ran-
domly from one flower to another for food source and when they achieved their
goal they provide information to unemployed bees (onlooker) by waggle dance
[11]. Scouts bees also search for food and after finding it, they also provide in-
formation to other by same process. Initially there were two algorithms named
as ecological and bee system algorithm which are inspired by bees’ collective
behaviour [12].

3.2 Genetic Algorithm (GA)

Genetic algorithm is an intelligence and useful method that was introduced
by Professor Holland in 1975 [13]. This technique was propelled by Darwin’s
organic advancement hypothesis, and it looks for ideal arrangements by repro-
ducing the regular determination component of natural development in reality.
In GA, the potential arrangement of the issue should be encoded as the chro-
mosome that contains the parameters that should be improved (the arrange-
ment vector), and a parameter in a chromosome is called as a quality [14].
The nature of chromosomes (potential arrangements) is determined through a
wellness work. The chromosomes with higher wellness have higher likelihood
to stay in the people to come. In the encoding procedure, the hyperspace is
changed over into a pursuit space appropriate to the hereditary calculation, and

an underlying populace (a subset of potential arrangements) is produced [15].
Consequently, the guardians’ populace creates posterity (another age of arrange-
ments) through hybrid and transformation tasks. In hybrid, the guardians’ chro-
mosomes trade a portion of their qualities to produce new age. After hybrid,
the qualities of new age may infrequently be adjusted in transformation. The
hybrid and transformation are the fundamental administrators of hereditary cal-
culation, which can give progressively substitute chromosomes (arrangements)
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in progressive populaces. A choice task is utilized to hold the arrangement with
the most noteworthy wellness [16].

3.3 Particle Swarm Optimization(PSO)

Kennedy and Eberhart in 1995 developed particle swarm optimization by
studying social and cognitive behaviour of flock of birds [2]. They explore the
word 'Boids’ which was developed by Craig Reynolds in 1986. Boids are geo-
metrical shapes i.e. birds fly in V-shaped pattern. Age, sex and body size play an
important role for position of every bird in V-shaped flock of birds. Young birds
always lead the group because juveniles usually slow down the entire group. V-
shaped formation of birds help them to communicate and co-ordinate with each
other and improve the capacity of group because when the leading bird tired, it
falls to the rear of the V. V-shaped formation allow the birds to fly for long period
of time without taking rest because of rotation of bird’s position [17, 18].

3.4 Ant Colony Optimization Approach (ACO)

Ants are the best examples of indirect interaction of swarms. Ants are small
tiny creatures which have limited intellectual ability. They use different type of
pheromone for indication. Food trail pheromone is mostly considered for the

swarm optimization algorithm which they leave on the way when they go to
find the food [19]. Ant colony optimization was introduced by Macro Darigo
in 1991 in his PhD thesis which is based on ants foraging behaviour. ACO
solved the complex problem i.e. optimization problem, vehicle routing prob-
lem, scheduling problem, sequential ordering problem, assembly line balancing,
multi-objective area etc. foraging behaviour generate an approach i.e. positive
feedback process. Chemical substances always evaporate, so there is a chance
to choose negative feedback which provides a new route [20, 21] to the ants.

4. PROBLEM FORMULATION

Most of the research work in swarm optimization addresses the problem of
improving long execution time and classification accuracy. A lot of swarm opti-
mization approaches have been proposed to improve the classification accuracy
using feature selection methods. Swarm optimization algorithms have two dis-
tinct parameters: accuracy and computational time. Research work addresses
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the problem of improving both problems simultaneously. Hybrid swarm opti-
mization approaches have solved these issues but there exist some space to im-
prove the existing approaches by applying hybridization techniques. Moreover,
hybridization of two technique of same swarm optimization is producing good
results, for example, hybrid ant colony optimization improved by adding fea-
tures of filter and wrapper approach [22]. An enhanced algorithm is proposed
by using particle swarm optimization technique with Support Vector Machine
for feature selection purpose. SVM is used as classifier for dividing the training
dataset into two classes and PSO is used for optimizing the feature subset, by
using PSO reduced numbers of features are selected [23, 24].

5. COMPARATIVE STUDY OF HYBRID SWARM OPTIMIZATION

Hybridization can be achieved by using four strategies.

- LLRH - Low Level Relay Hybridization method is used to improve an
existing approach is used to improve an existing approach by improving
a function of the same algorithm and it is single solution based approach.

- HLRH - In high level relay hybridization approach two different algo-
rithm are used in pipelining way in a serial manner.

- LLTH - Low level teamwork hybridization is achieved by using global
search strategy and achieved by population based metaheuristic.

- HLTH - Two algorithms are used in parallel manner in high level team-
work hybridization.

In 2009, a novel cancer classifier is introduced which is based on ACO and
random forest approaches [25]. It provides promising results for feature selec-
tion and classification accuracy for micro array data. In 2010, a discrete PSO
technique is proposed for binary classification [26]. This hybridization provides
better results in term of feature selection and classification accuracy. In 2011,
catfish binary particle swarm optimization algorithm is proposed for feature se-
lection [27]. Most popular K-nearest neighbour classifier is used for cross val-
idation. Comparison provide a conclusion that this catfishBPSO is superior in
both the objectives i.e. feature selection and classification accuracy with respect
to PSO alone. In 2012, another improvement is accomplished by introducing a
novel approach named as ACO-TOFA (Trance oriented feature analysis) which
provide better results in text classification and feature selection [28].
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In 2015, a novel hybrid method is proposed by integrating two most famous
swarm optimization algorithms named as HGAPSO (Hybrid Genetic algorithm
and Particle Swarm Optimization). SVM classifier is used for cross-validation.
This new approach has automatic most informative feature selection abilities.
In 2016, Cat Swarm optimization algorithm is improved for text classification
named as ICSO. This approach works more efficiently for big data and text clas-
sification. In 2016, another new hybrid approach named as HPSO-LS is intro-
duced which is improved by local search strategy. This new hybrid method has
been compared with various optimization techniques on 13 benchmark datasets
which demonstrated that HPSO-LS is superior in both feature selection and clas-
sification accuracy. In 2017, an improved hybrid technique comes in nature by
Y. Wan et al. which is based on ACO named as MBACO (modified binary coded
ant colony optimization). This hybrid method is compared with PSO, GA and
other meta-heuristic for feature selection. The results show that this method has
significant and better performance with respect to other methods.

In 2017, another hybrid method name as AC-ABC is introduced which is per-
formed by integrating ACO and ABC algorithms. 13 benchmark datasets have
been used to find the significant results of proposed algorithm. Results indicate
that this hybrid method have better performance in both objectives as feature
selection and classification accuracy.

In 2019, GWO algorithm is hybridized in serial manner with WOA for feature
selection and classification. Results of this hybridization proved the superior-
ity of the HSGW approach. Another hybrid algorithm was proposed recently in
2020 which was hybridized by using two phase mutation operator with GWO
algorithm. Proposed approach proved its capabilities and open the way of hy-
bridization possibilities with new approach.

We have reviewed the research papers from year 2009 to 2019. The experi-
mental areas of these techniques are quiet vast and it is not possible to display
results for all the datasets. So, some of the best results are depicted in the
tables. The performance, in terms of accuracy, of various hybrid swarm opti-
mization algorithms and base techniques on a particular dataset is shown in the
table 1. It is clearly evident from the comparison that there is an improvement in
the classification accuracy when the base techniques are hybridized with other
swarm optimization techniques. The table 2 shows the comparison of number
of feature selected by the base techniques and the hybrid swarm optimization
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TABLE 1. Comparison of classification accuracy of various hybrid

swarm optimization algorithms

i Accuracy of
. Base Accuracy of Base Hybridized i
Year Experimental Area Technique Tochatiins Aleoriil H}'b:lrﬂiued
2009 idﬁt““s.ff”mum AEC 97 65 ACHERASF 99 95
ata repository
wgy | L2 datesets Bam UCT ACO 93 55 ACOARR 9677
data repository
amp | 10 datesetsfromUCT S0 79 80 DFS0 21 50
data repository
w | 1 ssesuBanUCT FSO 94 47 Catfish + BPSO 96 93
tepository
wyy | 2oesasmefem IC] ACO 77 43 ACOHTOFA 9012
tepository
s | mdisnPines hype Gh 65.41 HOAPEO 73,39
spectral data
zys | L oMaBon G S0 21 50 1050 2330
datarepository
anys | 13 datasets fromTCT P50 7927 HPSO.LS 2530
data repository
017 if e annts oo U040 ACO 8518 MBACO 9510
atarepository
017 113 g insii Bram 0] ACO 85,30 ACO+HAEC 9306
ata repository
2019 :f it Erom UG GO 97 60 WOHWOA 98 60
atarepository

algorithms. The comparative study and the results described in the tables estab-
lish that the hybridization of two or more swarm optimization approaches gives
better and plays a prodigious role in feature selection and classification.

6. CONCLUSION

The hybrid algorithms are the logical blend of various existing techniques to
boost the performance and provide better results. In this work, we put forward
an explicit comparative analysis on various swarm optimization techniques and
the hybrid algorithms in data mining. The performance of these algorithms
is witnessed on multiple datasets. From the comparative study it is observed
that hybrid optimization is better in terms of efficiency as compared to basic
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TABLE 2. Comparison table for selected feature in various hybrid

swarm optimization algorithms

s Nuniber of Features Selected by the

Year Base Technique iﬂ:ﬂuﬁ Data set ey Hybridized

Technigue Algorithm
2009 ABC ACHIRAZP BCW/1 g i
2009 ACD ACOHRF Colot tumor & 4
2010 B0 DF30 waveform 11 i
2011 Fao Catfish + BFE0 lonosphers 10.5 3
0mz ACO ACO+TOF A Brown 7 i
2016 CEO ICE0 Wine 24 24
2016 PE0 HEEO-L3 Viowel g 4
0m7 ACD MBACO Handwtitten 20 16
207 ACT ACO+ABC Dermatology 26 24
09 G0 OWO+HAOA Cerman 19 14

version of algorithms. They enhanced the accuracy of classification and reduced

computational time of optimization.
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