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A STUDY ON MULTIPLE LINEAR REGRESSION USING MATRIX CALCULUS
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ABSTRACT. In spite of accessibility of a large number of imaginative tools in Ap-
plied Mathematics the most important tool of the Mathematician is always the
linear model as it involves uncomplicated and apparently most restrictive prop-
erties namely linearity ,constancy of variance ,normality and independence.
Linear models and the methods connected to it are remarkable, flexible and
powerful. Since almost all advanced statistical tools are generalizations of
linear models proficiency in linear models is a prerequisite to studyadvanced
statistical tools. This research article primarily focuses on the specific forms
of Simple Linear Regression Model, Multiple Linear Regression Model, LSE of
its parameters and the properties of LSE.Furthermore an innovative proof of
Gauss-Markov theorem has been proposed by means of Principles of Matrix
Calculus. In addition to these the concept of BLUE has been depicted.

1. INTRODUCTION

A model with theoretical framework helps in better understanding of a given
phenomenon and it is a mathematical construction which generates the given
observations. The linear model is primary to the training of any theoretical or
applied mathematician. Scientific method is often used as a guided approach for
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learning process. Linear statistical models are extensively used as part of these
processes and they are useful in the biological, physical, and social sciences as
well as in business and engineering. Though these constructed mathematical
models may be oversimplification of the real world complex problems they can
give useful approximations of the relationships among the observations. Good
estimators of parameters are essential for better performance in prediction. The
scientists and engineers employ estimated models for describing or summarizing
the observed data.B.Mahaboob. et.al in 2017 in their paper estimated the pa-
rameters of CES production functional model using the principles of Matrix Cal-
culus.C.Narayana et.al.,in 2018 in their paper studied the misspecification and
predictive accuracy of stochastic linear regression models. In 2017 B.Mahaboob
et.al.,in their research article proposed some computational techniques for least
squares estimator and maximum likelihood estimator by means of Matrix Calcu-
lus. In 2019 B.Mahaboob et.al., in their research paper depicted the estimation
methods of Cobb-Douglas production functional model. In 2018 Kushbukumari
et.al.,in their paper explains the basic concepts of Linear Regression Analysis
and explains how we can do linear regression calculations in SPSS and excel.
In 2018,Shrikant I.Bangdiwala in his article Regression: simple linear explained
the methods of fitting simple linear regression models.W.Superta et.al,in2017,in
their article developed a numerical model with the use of nonlinear model to es-
timate the thunder storm activity.

For further references, see [1]-[28].

2. SIMPLE LINEAR REGRESSION MODEL

In simple linear regression model an attempt can be made to model the rela-
tionship between the two variables by the form

(2.1) Y = α0 + α1X + ε .

where
Y=Response Variable (Dependent Variable)
X=Predictor Variable (Independent Variable)
ε=Random Variable (Error Term)
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The linearity appearing in (2.1) is just an assumption. Some more assump-
tions namely distribution of independence of Y can be added.α0 and α1 can
be estimated by making use of observed values of X and Y and some infer-
ences namely confidence intervals and testing of hypothesis for β0 andβ1can be
made.The estimated model can be used to forecast the value ofY for a particular
value ofX.

3. MULTIPLE LINEAR REGRESSION MODEL

The dependent variable Y is sometimes affected by more than one indepen-
dent variable. A linear model making association between Y and several pre-
dictors can be framed as

(3.1) Y = α0 + α1X1 + α2X2 + ......+ αiXi + ε.

The arbitrary constants α’s are called regression coefficients. The random varia-
tion in Y which cannot be explained by predictors is provided by the error term
ε. The model in (3.1) is linear in β’s and not necessary in predictors. To estimate
β’s in (3.1) one can use a sample of ’n’observations on Y and the associated X.
For kth observation the model is

(3.2) Yk = α0 + α1Xk1 + α2Xk2 + ......+ αiXki + εk .

The assumptions for εk are as follows:

(i) E(εk) = 0 for k = 1, 2, ....m , that is E(Yk) = α0 +α1Xk1 +α2Xk2 + ......+

αiXki .

(ii) V ar(εk) = σ2 for k = 1, 2, . . .m , that is V ar(Yk) = σ2 .

(iii) Cov(εk, εl) = 0 for all k 6= l , that is Cov(Yk, Yl) = 0 .

(i) tells us that model is correct i.e., it is indeed linear , and
(ii) implies that variance ofY is constant.
If all the above assumptions hold good the poor estimator will be achieved. If the
normality assumption is inserted one can obtain MLE which can have excellent
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properties. For each of ’n’ observations (3.2) can be depicted as

Y1 = α0 + α1X11 + α2X12 + ......+ αiXli + ε1

Y2 = α0 + α1X21 + α2X22 + ......+ αiX2i + ε2

. . .

Ym = α0 + α1Xm1 + α2Xm2 + ......+ αiXmi + εm .

Using matrices the above can be put as
Y1

Y2
...
Ym

 =


1 X11 X11 . . . X1i

1 X21 X22 . . . X2i

...
... . . . ...

1 Xm1 Xm2 . . . Xmi



α1

α2

...
αi



ε1
ε2
...
εm

 .

(3.3) Ȳ = X̄ᾱ + ε̄.

hence

E(ε̄) = 0̄ or E(ȳ) = X̄ᾱ

Cov(ε̄) = σ2Ī or Cov(Ȳ ) = σ2Ī .

X is a matrix of order m× (i+ 1) and assume that m > i+ 1 and ρ(X) = i+ 1.
The α parameters in (2.1) or (3.3) are called regression coefficients. The partial
derivative of

E(Y ) = α0 + α1X1 + α2X2 + · · ·αiXi ,

with respect to X2 for example is α2.Hence regression coefficients are sometimes
referred to as partial regression coefficients. Thus α2 indicates the change in
E(Y ) with a unit change in X2 when x1, X2, X3 . . . Xi are fixed. α2 depicts the
influence of X2 of E(Y ) in the presence of otherX ’s. This effect is different from
the effect of X2 on E(Y ) if the other X’s are not appearing in the model. For
instance α0 and α1

Y = α0 + α1X1 + α2X2 + ε

differ from α∗0 and α∗1 in

Y = α∗0 + α∗1X1 + ε∗ .

Roughly speaking if one is X is deleted then the parameters will be changed.
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4. LEAST SQUARE ESTIMATOR

For the parameters α0, α1, .....αi one can seek the estimates that minimize

(4.1)
m∑
k=1

ε̂k
2 =

m∑
k=1

(Yk − Ŷk)2 =
m∑
k=1

(Yk − α̂0 − α̂1Xk1 − α̂2Xk2 − ....α̂iXki)
2 .

To find the values of α̂i that minimizes (4.1) one can differentiate
∑m

k=1 ε̂k
2 with

respect to each α̂i and eqaute the results to 0 to get (i+1) equations that are
solved for α̂i’s.

This process in compact form with matrix notation is explained below. (4.1)
is rewritten as

ˆ̄ε
′̂
ε̄ = (Ȳ − X̄̄̂α)T (Ȳ − X̄̄̂α)

ˆ̄ε
′̂
ε̄ = Ȳ T Ȳ − 2Ȳ T X̄ᾱ + ᾱT X̄T X̄ᾱ

∂̂̄εT ε̂T

∂̂̄α
= 0 =⇒ 0̄− x̄T Ȳ + 2ᾱT Ȳ + 2X̄T X̄̄̂α = 0 .

These give normal equations as

(4.2) X̄T X̄̄̂α = X̄T Ȳ .

ˆ̄α is called the Least Square Estimator (LSE). let b̄ be another estimator in the
place ofˆ̄α.Then

ˆ̄εT̂ ε̄ = (Ȳ − X̄b)T (Ȳ − X̄b)

= (Ȳ − X̄̄̂α + X̄̄̂α− X̄b)T (Ȳ − X̄̄̂α + X̄̄̂α− X̄b)

= (Ȳ − X̄̄̂α)(Ȳ − X̄̄̂α) + (̂̄α− b̄)T X̄T X̄ (̂̄α− b̄) + 2(̂̄α− b̄)T (X̄T Ȳ − X̄T X̄̄̂α) .

From (4.2) the third term becomes 0.Second expression is quadratic form with
positive definiteness, soˆ̄ε

′̂
ε̄ is minimized when b̄ =ˆ̄α .

X̄T X̄ is square matrix of order i+1 and it is got as products of columns of X̄
X̄T Ȳ is possessing products of columns of X̄ and Ȳ

X̄T X̄ =


m

∑
kXK1 . . .

∑
kXki∑

kXK1

∑
kX

T
K1 . . .

∑
kXklXki

...
... . . . ...∑

kXkl

∑
kXklXki . . .

∑
kXki

2


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X̄T Ȳ =


∑

k Yk∑
kXklYk

...∑
kXkiYk


ifˆ̄α = (X̄T X̄)−1X̄T Ȳ then ε̄ = Ȳ − X̄̄̂α = Ȳ −ˆ̄Y is the residual vector
ε̂1 = Y1 − Ŷ1, ε̂2 = Y2 − Ŷ2, ...., ε̂m = Ym − Ŷm .

5. PROPERTIES OF LSE

(i) If E(Ȳ ) = X̄ᾱ thenˆ̄αis an unbiased estimator for ᾱ(shown below)

E (̂̄α) = E(X̄T X̄)−1X̄T Ȳ )

= (X̄T X̄)−1X̄TE(Ȳ )(X̄T X̄)−1X̄T X̄ᾱ = ᾱ

(ii) If Cov(Ȳ = σ2Īthe covariance matrix for̂̄α is σ2(X̄T X̄)−1(shown below)

Cov(̂̄α) = Cov((X̄T X̄−1X̄T Ȳ ))

= (X̄T X̄)−1X̄TCov(Ȳ )[X̄T X̄−1X̄T ]T

= (X̄T X̄)−1X̄T (σ2Ī)X̄(X̄T X̄)−1

= σ2()X̄T X̄)−1X̄T X̄(X̄T X̄)−1

= σ2(X̄T X̄)−1 .

6. PRINCIPLE DUE TO GAUSS-MARKOV

if E(Ȳ ) = X̄ᾱ and Cov(Ȳ ) = σ2Ī the LSE α̂l , l = 0, 1, 2 . . . i will possess least
variance among all unbiased estimators. Choose a linear estimator Ā Ȳ of ᾱ
and seek the matrix Ā for which Ā Ȳ is a lest variance unbiased estimator of
ᾱ. For ĀȲ to an unbiased estimator of ᾱ one should have E(ĀȲ ) = ᾱ. Since
E(Ȳ ) = X̄ᾱ this is written as

E(ĀȲ ) = ĀE(Ȳ )

= ĀX̄ᾱ = ᾱ .
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This gives the unbiasedness condition ĀX̄ = Ī since the relationship ĀX̄ᾱ = ᾱ

should hold for any possible value of ᾱ. The covariance matrix for the estimation
ĀĀ is obtained by

Cov(ĀȲ ) = Ā(σ2Ī)Ā−1 = σ2ĀĀ−1 .

The variance of the αi ’s are on the diagonal of σ2ĀĀT . So one have to choose Ā
subject to ĀX̄ = Ī and hence the diagonal elements of ĀĀT are minimized. To
relate ĀȲ to ˆ̄α = (X̄T X̄)−1X̄T Ȳ one can add and subtract (X̄T X̄)−1X̄T to get

ĀĀT = [Ā− (X̄T X̄)−1X̄T + (X̄T X̄)−1X̄T ][Ā− (X̄T X̄)−1X̄T + (X̄T X̄)−1X̄T ]T .

Expanding this in terms of Ā − (x̄T X̄)−1X̄T and (X̄T X̄)−1X̄Tone can obtain 4
terms in which two become 0 according to ĀX̄ = Ī. Thus the output is

(6.1) ĀĀT = [Ā− X̄T X̄)−1][Ā− X̄T X̄)−1X̄T ]T .

The matrix on the RHS of (6.1) is positive semi definite and its diagonal ele-
ments are 0. There elements can be made equal to 0 by taking Ā as
Ā = (X̄T X̄)−1X̄T . The final minimum variance estimation of ᾱ is
ĀȲ = (X̄T X̄)−1X̄T Ȳ . This is nothing but the LSE of ᾱ.

7. CONCLUSIONS AND FUTURE RESEARCH

In this research article simple and multiple linear regression models are spec-
ified and the compact form of multiple linear regression model with the help of
Matrix Algebra is proposed. Least square estimation of regression coefficients
has been described by means of Matrix Calculus. Moreover properties of LSE
are established and an innovative proof of Gauss-Markov Theorem has been de-
picted. In the context of future research the above ideas can be implemented
to simple linear regression models also some more concepts namely Geometry
Least Squares, Maximum Likelihood Estimation (MLE) and Generalized Least
Squares can be established
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