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A NINTH ORDER ITERATIVE METHOD FOR SOLVING NON-LINEAR
EQUATIONS WITH HIGH-EFFICIENCY INDEX

MANI SANDEEP KUMAR MYLAPALLI !, RAJESH KUMAR PALLI, AND RAMADEVI SRI

ABSTRACT. Establish a new ninth order iterative method to 7 solve non-linear
equations. In this paper, a new scheme of a new modification of Newton’s
method with higher-order convergence is proposed and proved that this scheme
is of ninth order of convergence. Using some numerical examples concluded a
new ninth order scheme is better than 7 Newton’s method and other defined
methods with the same order.

1. INTRODUCTION

In applied mathematics, recently a lot of investigation going on approximate
to find the root of the nonlinear equation

(1.1) g(t)=0

where f : D — R is a scalar function, D is an open interval. Therefore, the
design of the iterative scheme for solving non-linear scalar function is an inter-
esting and important task in numerical analysis.

In this method of finding a zero of non-linear equations, Newton’s method
(NR) [2] is one of the optimal second- order method to obtain the root of (1.1)
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is given by

ln
tn+1:tn_ g/( )n:071727"'
g(tn)

and the NR method converge quadratically and its efficiency index is v/2 =
1.414.

An iterative method with ninth order convergence (ZHONG) for solving non-
linear equations proposed by Zhongyong et.al, [8] is given by

_ 4 (tn)
U = g (tn)

g (yn) ) | 9w
Zn = n 1+ 7

! { (g (tn) ) | 9" (yn)

9 (Yn) > ’ 9(zn) | 9(20)

tosr = 2n—2142 +2 )
" { <g (ta) 9(n) [ 9 (ya)
A quadrature based three-step ninth-order iterative method (SK) proposed by
Khattri [6] is given by

g (tn)
Yo = o g/ (tn)
o =y )9 ()
" " g (ts) =29 (ya)
Tor1 = Zn— g (2n) g (2n)

(g/ (Zn))2 —g (Zn> [g(zn)—g(tn)—g (tn) (20 —tn)

(2n—tn)*
New ninth order J-Halley method for solving non-linear equations (FA) pro-
posed by Farooq et.al, [1] is given by

2t

yn - n 3h/ (tn)
_ h (tn)

Zn = tn - Jf h/ (tn)

. _ . 2h(zn)h/ (zn)
T T O (2,) — h(za) L

3 () + K (1) W () — K (8)
61 () — 20 (6,) L= T T

In section 2, we defined the new three-step iterative method and in section 3,

where J; =

we concluded our method is converging with order nine. Finally in section 4,
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using some defined examples we conformed that our new scheme is better than
other methods with the same order of convergence.

2. NINTH ORDER CONVERGENT (MSK) METHOD

Consider t* is an exact root of (1.1) where g(¢) is continuous and has well
defined first derivatives. Let ¢,, be the root of nth approximation of (1.1) and is

2.1 t"=t,+en,,
where ¢, is the error. Thus, we get

(2.2) g(t) =0.

Writing ¢ (¢*) by Taylor’s series about ¢,,, we have g (t*) = g (t,)+(t* — t.) g (t,)+
(t*_tn)Q " t e .
a9 () +

2
(2.3) g () =g (tn) + eng () + 82%9” (tn) + -

By neglecting higher power ¢, i.e. neglect terms from ¢,,> onwards. Using (2.2)
and (2.3) , we have

29" (tn) + 26,9 (tn) +2g (t,) =0,

@4) == |29 (0) £ Vg (6) — 89 (8 g7 ()] 27 (1)

On Substituting ¢* by ¢,,,1 in (2.1) and from (2.4), we get

L 2g(ta) 1
@) et = b ) (1 +vI- 2un)
where, 1, = 2 (tTf) J (zn) and
g’ (t)]
S 2 gt gt o
g (tn) - tn—l - tn [3 tn—l N tn - 29 (tn> - g (tn—l)} .

Here we developed a new algorithm by taking the first two steps from [4] and
(2.5) as the third step.
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ln
2.1. Algorithm. The iterative scheme is computed by z,,,, as z, = t,, — % ,
g \ln
29 (tn)
g (tn) + \/(29/ (zn) — g (ta)) g’ (tn)

" 1:y—29(yn>( 1 )
S ) T VI )

Yn = Zn —

where p,, =

(2.6) g ()= 2 " [39 (ZZ) — gsyn) —29 (yn) — ¢ (Zn)} :

The method (2.6) is known as the ninth order convergent method (MSK), it
requires two functional evaluations and three first derivatives.

3. CONVERGENCE CRITERIA

Theorem 3.1. Let t, € I be a single zero of a sufficiently differentiable function g
for an open interval 1. If ty is in the neighborhood of t*. Then the algorithm (2.6)
has tenth order convergence.

Proof. Let the single zero of (1.1) be ¢* and t* = t,, + ¢, . Thus, ¢ (t*) = 0. By
Taylor’s series, writing ¢ (¢*) about ¢,,, we obtain:

(tn) = ( “) (gn + cogn® + 03€n3 + c45n4 4+ .. )
ta) = g () (14 20, + 3cse,® + dege,® + - )

’

(3.1) g
(3.2) g (

Dividing (3.1) by (3.2), we get:

ln
Un) — (e = s~ (20 = 20) e’ = (B~ Tews A ' 4 +).
g (ln
tn
From z,, = ¢, — g’<(t )> , we get z, = t* + w,, , Where
g (ln

Wy = Cogp’ + (203 — 2022) £ + (304 — Teocs + 403) et -
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Now

g(zn) = q (t*) (025n2 + (203 - 2022) e + (364 — Teoes + 50‘;) et )

g (zn) = gl (t*) (1 + 2¢5e,% + 262 (203 — 2022) en + (60204 —1lc3es + 803) et )

(¢ (t) + VO o) — 9 )9 ()

= % (1 — o T (‘g@’ * Cg) et ) g (tn) +/ (29’2(gz,<j)n)— g (tn)) g (tn)

=en + k16, + ket 4 - -

where k; = (’7103) Jko = (%Czcs - 04) )t
From the second step in the scheme (2.6), we have y, = t* + Y, where
Y = (k15n3+k}2€n4+"') .

(33) g(yn) _ g’ (t*) (Y+ 02}/2 + C3y3 ‘I’ C4Y4 + . )
(3.4) g () = g () (14262 433V +de,YP 4 ) .

Now, we have

! 1

From p, = ————5—, we get

(3.5) Un = Plgi + P25i 4+ ...
Where, P1 = 2¢o (20% + %Cg) ,PQ = 2¢y (—90% -+ %CQC?) + 04) s
Using (3.5) , we get

-1 1 P, P,
(3.6) (1+ V= 2,) :5(1+7153+725§+...>

On dividing (3.3) and (3.4),

(37) 5,((321)) = (Y - CQY2 - (263 — 2622) Y3 — (364 — 7@203 —+ 403) Y4 + .. )

From (3.6) and (3.7), we get

18] (regtm) -t (3o 2o
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: . 29 (yn) ( 1 )
From the third step of (2.6), i.e. 7,11 = yr, — — , we get
POHROLLE Tt =0 =y ) \ T VT2 ) 8

Ent1 = (5 — 2c3) (%cﬁ) ent+o(ey) .

Thus, it’s proved that this new scheme is ninth order convergence and its effi-
ciency index is ¥/9=1.5518. O

4. NUMERICAL EXAMPLES

We consider some examples considered by Vatti et.al, [7] and Mylapalli et.al,
[3] and compared our method with NR, FA, SK, ZHONG methods. The compu-
tations are carried out by using mpmath-PYTHON and the number of iterations
for these methods are obtained for comparisons such that |z, — z,| < 107
and |g (z,41)| < 1072%L. The test functions and simple zeros are given below:

hi(z) = sin(2cosz) — 1 — 2%+ (7)) ¢ = —0.7848059876612125
ho(z) = sinz+cosz +x,t* = —0.4566247045676308

hy(z) = (¢+2)e® —1,1* = —0.442854010023885

hy(z) = 2° —10,t" = 2.1544346900318837 .

A chemical equilibrium problem: Consider the equation from [5] describing the
fraction of the nitrogen hydrogen feed that gets converted to ammonia (this
fraction is called fractional conversion) in polynomial form as:

hs (r) = a*—7.790752° 4+ 2.511z — 1.674, " = 0.2777595428417206
he () = o +42% — 10, = 1.365230013414096 .
Where P is the order of convergence, N is the number of functional values per

iteration and EI is the Efficiency Index. Where x is the initial approximation, n
is the number of iterations, er is the error and fv is the functional value.

5. CONCLUSION

Here, in this scheme, we introduced a new ninth order convergent iterative
method with efficiency index 1.5518. It requires two functional evaluations and
three first derivatives. Table 1 compares the efficiency of different methods and
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TABLE 1. Analogy of efficiency

Methods N

EI

NR

1.414

FA

1.442

SK

1.551

O |0 (V| N|T
g V| N

ZONG

1.551

MSK 915

1.551

TABLE 2. Analogy of different methods

h Method | xo n g fe Mg M & i
WE 3 T Oia3) 2.5(63) 5 B 64071) 1E(0)
FA B IILD ST T 43T LNTE)
SE 3 370G o DIVERGENT
ZONG 3 G40EN)  1I0E0) & T3000 4.00200)
" MSE 3 36T LOOE 3 L7067 4.50ET)
E G T LE[60) 44060 T 7 1E(Ee) 4aieE)
FA T 5 34N B2
. SE 3 CLagrE 34078 3 LagET ASET
ZOWG 3 1330y 60030 3 EE(114) 1113
MSE E = I T 3 IETE 6T
WE g § 3.6(103) S0O103) T
FA 5 FHMIE -9.0{111) 3 9(PE)
i SE EE 5 T R 1 b 430701
ZOWG 4 Z.I(200) 402000
MSE 3 LIEE)  20036)
i 12 B 35115 1.3(113
- F T 15E4) 14753 7,288
S 313 LD 1.0(198
ZONG 3 Inmm 120 2.00198
RISEL I Laa0y .00 LT
= ™E Bl T L9 LA(TE) 1L.2(6E)
FA 5 S0 BT § TAES) G.6ET)
SE DIVERGENT 3 LECE LETD
ZONG 4 ST00 8300 3 L&T LS
MSKE 3 EIEL 1 MED 3 LMET )
H. ™R 1 8 2EB(EE} 4TET) I8 & o455 1493}
FA 6 ESI) 1.1 5 -65{6F) G9.2(E)
EK 3 W) 5e0eE) 3 3 3068) Lasd)
ZONG 4 CLICE) - LOrieE) & S0 371900
RESE 3 ESET)  27(R6) 3 L6ETE TTES)
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the computational results in Table 2 show the dominance of MSK over NR, FA,
SK, ZHONG methods.
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