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A NEW EXTENSION OF THE STEFFENSEN INTEGRAL INEQUALITY
Christophe Chesneau

ABSTRACT. In this article, we establish a new extension of the Steffensen inte-
gral inequality, which relaxes several traditional monotonicity and integrability
assumptions. The proof relies on the Chebyshev integral inequality, an important
yet relatively understudied tool in this context. It is presented in full detail to
ensure clarity and reproducibility.

1. INTRODUCTION

Integral inequalities are fundamental tools for establishing explicit bounds for
integrals that would otherwise be difficult or even impossible to compute exactly.
Their influence extends far beyond pure analysis. They permeate various areas
of mathematics, including functional analysis, probability theory, statistics, differ-
ential equation theory, optimization and numerical analysis. Well-known exam-
ples include the Cauchy-Schwarz, Chebyshev, Hilbert, Holder, Jensen, Minkowski,
Opial, and Steffensen integral inequalities. Each of them has played a pivotal role
in shaping the theoretical foundations of modern analysis (see []1,2},/5,/13,/14] for
a comprehensive overview).
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In this article, a particular attention is given to the Steffensen integral inequality
first established in [9]. This inequality is notable for its elegant formulation and
broad applicability. Its classical form is presented in the theorem below.

Theorem 1.1. (Classical version) [9] Let a,b € R with b > a and f,g : [a,b] —
[0,4+00) be two functions. We suppose that f is non-increasing and that, for any
t € [a,bl,

We set

Then we have
a+X\ b
[ swar= [ rwgar

Taking the definition of \ into account, it can be seen that the Steffensen integral
inequality involves a composition of two integrals and can be written as follows:

a+ [0 g(t)dt b
/ ft)dt > / F(Bg(t)dt.

As a crucial remark, the Steffensen integral integral inequality is often accompa-
nied by the complementary bound

Fj@ﬁg/ﬂmwﬁ

This follows immediately from the original statement. We thus have the following
double inequality:

b b a+A
Hf(t)dté/ f(t>g(t)dt§/+ f(t)dt.

Over the past few decades, the Steffensen integral inequality has inspired a
great deal of research, as well as numerous extensions, generalizations and re-
finements. Significant contributions can be found in [3,4}(7,8,10-12]. See also
the comprehensive monograph [6] for an in-depth treatment. In this article, we
highlight an extension established by W.T. Sulaiman in [10]. It is stated formally
in the theorem below.
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Theorem 1.2. (Extended Sulaiman version) [|10, Theorem 2.1 with p = 1] Let a,b €
Rwithb> aand f,g,h: [a,b] — [0,400) be three functions with g and h integrable.
We suppose that f is non-increasing and that, for any t € |a, b],

g(t) < h(t).

A= / b g(t)dt.

We suppose that there exists a function of A, say k(\), such that
- k(X) € [a, 0],

We set

k(X
/ h(t)dt > .

Then we have

k(\) b
F()h(t)dt > / f(Hg(t)dt.

a

A proof of this extension is provided in the appendix of this article. This theorem
is notable because it introduces the auxiliary function h. Compared to the classical
version, the inclusion of this function makes it possible to relax the strict upper
bound ¢(¢) < 1 for any ¢ € [a,b], and to generalize the upper limit of integration
from the fixed value a + A to the more flexible threshold k()\). However, this raises
several natural questions, including the following:

@?,: Can the non-negativity assumptions on f and h be relaxed?
(Q2: Is it possible to weaken the assumption that f is non-increasing?
(23: Can the assumption that 4 dominates g be relaxed?

In this article, we provide affirmative answers to these questions by introducing
a new extension of the Steffensen integral inequality. Our approach relies on
the Chebyshev integral inequality as a central tool in the proof, which allows for
greater flexibility in the underlying assumptions. This perspective opens the way
to further refinements and potential applications in related areas of analysis. The
proof is presented in full detail, ensuring transparency and reproducibility for fu-
ture research.

The remainder of the article is organized as follows: Section |2 presents the
new extension, while its natural counterpart is developed in Section Finally,
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Section 4 provides concluding remarks and outlines potential directions for future
research.

2. NEW EXTENSION OF THE STEFFENSEN INTEGRAL INEQUALITY

The theorem below offers a new extension of the Steffensen integral inequality,
providing an alternative perspective to that in [[10]. The main difference addresses
the questions @), Q> and ()3, but comes at the cost of new assumptions regarding
the monotonicity and integrability of the involved functions.

Theorem 2.1. Let a,b € Rwith b > a, and f,h : [a,b] — R and g : [a,b] — [0, +00)
be three functions, with f, g and h integrable.

We suppose that f and h — g are monotonic, and of the same monotonicity; that
is, either both are non-increasing, or both are non-decreasing.

We set )
/\:/ g(t)dt.

We suppose that there exists a function of A, say k(\), such that

- k(X) € [a, 0],
- either
1 KOV ey
sign [m/a f(t)dt] = sign [/a h(t)dt — /\] :
-1, =<0,
where sign is the sign operator defined by sign(z) = ¢ 0, x =0, or; under
1, x>0,

a more convenient alternative assumption independent of f,
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k(A)
t)dt > / f(t)

Proof. Introducing k(\), takmg into account that k() € [a, b, and using the Chasles
integral relation, we get

/ £t ﬁ—/f
5[“ﬂmmw—/ w—/ £0

k(N
@1) ~ [ 1l - g(o)a: - o

k(X)

Then we have

Since f and h — g are monotonic, and of the same monotonicity, the Chebyshev
integral inequality gives

k(\) b
[ s - i - [ g
a k(X)
1 k(M) k(N b
2.2 S d h(t) — g(t)]dt| — d
22 Zhuwwl f@%[l 0 Wﬂ4 [, s

Using the Chasles integral relation and the definition of A\, we get

k() E(X)
h@%;/ f@#[/ —g(4 / 0
[ k(A) k(A) )
=\ d h(t)d t)d d
) f@ﬂ_l wat- [ <>4 [ st

[ B I b b
I VS d h(t)dt — d d
_k‘()\) _a/a f(t) t_ _/a (t)dt /a g(t) t+/k()\)g(t) t]

b

- f(t)g(t)dt
k(\)

1 k() k()
e / f(t)dt] [ / h(t)dt—/\]

b (V)
23)  + /M [Wl—a / F(#)dt — f(t)] o()dt.
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Using the assumption sign {{1 /[k(\) — al} f f } = sign [ N PN b (t)dt — A]
or fkm h(t)dt = X\ which is more direct, {1/[k(\) — a }f t)dt > f(t) for any
t € [k()),b], and the non-negativity of g, we have

1 KOV 76y
[_M_aa f(t)dt] [/a h(t)dt_A]
b E(\)
2.4) 4 /W) [# / f(t)dt—f(t)] g(t)dt > 0.

Combining Equations (2.1), (2.2), (2.3) and (2.4)), we derive

k()
dt—/f t)dt > 0,

a

so that
k()) b
f()h(t)dt > / f(t)g(t)dt
This completes the proof of Theorem O

As a technical remark, based on the current proof, we can replace the assump-
tion “We suppose that f and i — g are monotonic, and of the same monotonicity”
with the more sophisticated assumption involving k() “For any t € [a, k()\)], we
suppose that f(¢) and h(t) — g(t) are monotonic, and of the same monotonicity”.
While this complicates the situation, it makes the functions f(¢) and h(t) — g(t) of
independent nature for ¢ € [k(\), b].

In view of the statement of this theorem, neither the non-positivity of f nor that
of h is excluded. Similarly, f/ does not have to be non-increasing, nor is there any
domination assumption imposed between h and g. Therefore, although the un-
derlying mathematical foundation and the resulting inequality remain consistent,
the scenario is different to that of Theorem [1.2l The distinction lies in the strate-
gic application of the Chebyshev integral inequality at pivotal stages of the proof.
This approach allows us to relax several classical assumptions, thereby broadening
the applicability of the Steffensen integral inequality. This paves the way for new
avenues for research in the field.
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3. NATURAL COUNTERPART

We complement the approach of Theorem by developing its natural coun-
terpart, presented in the theorem below.

Theorem 3.1. Let a,b € Rwith b > a, and f,h : [a,b] — Rand g : [a,b] — [0, +00)
be three functions, with f, g and h integrable.
We suppose that f and h — g are monotonic, and of the opposite monotonicity.

We set ,
A= / g(D)dt.

We suppose that there exists a function of A, say k(\), such that

- k() € [a,b],
- either

E(\) k(X)
sign [Wl—a / f(t)dt] — _ sign [ / h(t)dt—)\] ,

or, under a more convenient alternative assumption independent of f,

Then we have

a a

Proof. The proof follows the same general line of reasoning as in Theorem [2.1]
while adapting the argument carefully to accommodate the new assumptions and
to reverse the direction of the main inequalities. The first step is the same: intro-
ducing k()), taking into account that k(\) € [a, b], and using the Chasles integral
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relation, we get

/ £t ﬁ—/f
- [ samwa— [ w—/ £0

k(N
3.1) :/ FOI —gld— [ FOgde

k(X)
Since f and h — g are monotonic, and of the opposite monotonicity, the (reversed)
Chebyshev integral inequality gives

k(\) b
[ s - g - [ g
a k(X)
1 k() k(N b
3.2 S d h(t) — g(t)]dt| — d
52) Shﬂ%ﬂl f@%[l 0 Wﬂ4 [, s

Using the Chasles integral relation and the definition of A\, we get

[Ea%;alMMﬂwﬁ][AM ) — gt (4 / 0

1 k(X) k() k(X)
— m/ f(t)d_ / h(t)dt — / ()dt] k(A)f(t)g(t)dt

1 FO) 1T e b b
Ve d h(t)dt — d d
_k‘()\) _a/a f(t) t_ _/a (t)dt /a g(t) t+/k()\)g(t) t]

b
- f(t)g(t)dt
k(\)

1 k() k()
-l / f(t)dt] [ / h(t)dt—/\]

b k(N
(3.3) +/M [ﬁ/ f(t)dt—f(t)] g(t)dt.

Using the assumption sign {{1/ —al} f f } =— s1gn [f N hit)dt — )\]
or fm) h(t)dt = X which is more direct, {1/[k( }f t)dt < f(t) for any
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t € [k(X), b], and the non-negativity of g, we have

1 KO kO
[—km_a a f(t)dt] [/ h(t)dt—)\]

b 1 k(\)
(3.4) +/ —/ t)dt — f(t t)dt < 0.
IRy AL IO
Combining Equations (3.1)), (3.2)), (3.3) and (3.4), we derive

k() b
/ F(h(t)dt — / f(Hg(t)dt <0,

so that

k() b
f®)h(t)dt < / F(B)g(bdt.

This completes the proof of Theorem (3.1 O

a

4. CONCLUDING REMARKS

In conclusion, this article builds upon the traditional framework of the Stef-
fensen integral inequality by relaxing restrictive assumptions and introducing new
proof techniques. The results obtained demonstrate the potential of the Cheby-
shev integral inequality in advancing integral bound theory in particular. Future
research could explore analogous relaxations for other classes of inequalities and
examine their applications in analysis, probability, and numerical integration.

APPENDIX

For the sake of completeness, this appendix provides a proof of Theorem (1.2
which corresponds to [10, Theorem 2.1] in the restricted case p = 1. This de-
velopment should be regarded as a minor clarification to inspire further research,
rather than as a new contribution.

Proof of Theorem Introducing k(\), taking into account that k(\) € [a, b], and
using the Chasles integral relation, we get
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b
/ £(0) ﬁ—/ﬂmww
k() b
= th(t)dt — dt — d
A <ﬂ>()tl/ F(t)g(t)dt Amf@ﬂﬂt

E(\) b
4.1) :/ FOmE —gldt — [ Ft)g(tt.

k(M)
Using the non-increasingness of f, g(t) < h(¢) for any ¢ € [a, b], and the Chasles
integral relation, we obtain

/ £(®) O~ [ sg
/ s Nai— [ Fgts
k(\)
k(>\) k(\) b
— k() tdt| — d
ﬂ<>>/‘ L/ mt] [ swaa
k(,\) b b
— k(X t)d dt| — d
F(V) / /‘ >t+/wg@t] Awfwﬂﬂt
k(\) b
“4.2) :f@@»ﬁ/ B(t)dt — A +/ F(RN) — (5] g(t)dr.
| Ja KV

Using fakm h(t)dt > )\, the non-negativity of f and g, and again the non-increasingness
of f giving f(k(\)) > f(¢) for any ¢ € [k(\), b], we obtain

k(N) b
“3) f%u»[/ hww—A-+Amv%u»—ﬂmg@ﬁzo

Combining Equations (4.1), (4.2) and (4.3), we derive

/ak(k)f( dt—/ f(t)g(t)dt >0,
k(A) dt>/ f(t)

This completes the proof of Theorem O

so that



A NEW EXTENSION OF THE STEFFENSEN INTEGRAL INEQUALITY 311

ACKNOWLEDGMENT

The author would like to thank the reviewers for their constructive comments.

[1]

(2]
(3]

(4]

(5]

(6]

(71

(8]

(9]

[10]

[11]

[12]

[13]
[14]

REFERENCES

D. BAINOV, P. SIMEONOV: Integral Inequalities and Applications, Mathematics and Its Ap-
plications, vol. 57, Kluwer Academic, Dordrecht, 1992.

E.F. BECKENBACH, R. BELLMAN: Inequalities, Springer, Berlin, 1961.

J. BERCH: A generalization of Steffensen’s inequality, J. Math. Anal. Appl. 41 (1973), 187-
191.

C. CHESNEAU: New variants of the Steffensen integral inequality, Asian J. Math. Appl. 2025
(2025), 1-12.

G.H. HARDY, J.E. LITTLEWOOD, G. POLYA: Inequalities, Cambridge University Press,
Cambridge, 1934.

J. PECARIC, K. SMOLJAK KALAMIR, S. VAROSANEC: Steffensen’s and Related Inequalities (A
Comprehensive Survey and Recent Advances), Monographs in Inequalities 7, Element, Zagreb,
Croatia, 2014.

P. RABIER: Steffensen’s inequality and Li-L.. estimates of weighted integrals, Proc. Amer.
Math. Soc. 140 (2012), 665-675.

M.Z. SARIKAYA, T. TUNC, S. ERDEN: Generalized Steffensen inequalities for local fractional
integrals, Int. J. Anal. Appl. 14(1) (2017), 88-98.

J.F. STEFFENSEN: On certain inequalities between mean values and their application to actu-
arial problems, Skandinavisk Aktnarietidskrift (1918), 82-97.

W.T. SULAIMAN: Some generalizations of Steffensen’s inequality, Austral. J. Math. Anal. 2(1)
(2005), 1-8.

W.T. SULAIMAN: Extensions of Steffensen’s inequality, J. Inform. Math. Sci. 4(2) (2012),
249-254.

W.T. SULAIMAN: Some new generalizations of Steffensen’s inequality, Brit. J. Math. Comput.
Sci. 2(3) (2012), 176-186.

W. WALTER: Differential and Integral Inequalities, Springer, Berlin, 1970.

B.C. YANG: Hilbert-Type Integral Inequalities, Bentham Science Publishers, The United Arab
Emirates, 2009.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CAEN-NORMANDIE, UFR DES SCIENCES - CAM-
PUS 2, CAEN, FRANCE.
Email address: christophe.chesneau@gmail.com



	1. Introduction
	2. New extension of the Steffensen integral inequality
	3. Natural counterpart
	4. Concluding remarks
	Appendix
	Acknowledgment
	References

