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ON SOME BOUNDS INVOLVING THE CONVOLUTION PRODUCT UNDER
THE CONVEXITY ASSUMPTION

Christophe Chesneau

ABSTRACT. Convex functions and the convolution product are two key mathe-
matical concepts that are rarely studied together. In this article, we explore the
relationship between them and establish several comprehensive lower and upper
bounds. Complete and detailed proofs are provided for all the main results.

1. INTRODUCTION

Convex functions play a fundamental role in mathematics, particularly in opti-
mization and analysis. A standard definition is given below, with the entire real
line R taken as the domain of definition.

Definition 1.1. A function f : R — R is said to be convex if, for any =,y € R and
A € [0, 1], we have

(1.1) fOz+ (1= Ny) < Af(z) + (1= A)f(y).

Intuitively, a function is convex if the line segment joining any two points on its
graph lies above the graph itself. Basic examples of convex functions on R include
f(z) =22, f(z) = e® and f(x) = e~*. As a notable property, if a function f is twice
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differentiable on R, then f is convex on R if and only if, for any = € R, f"(z) > 0.
A function is said to be concave if the inequality in Equation is reversed.

Convex functions are closely connected to many classical inequalities. Among
the most famous are the Jensen integral inequality and the Hermite-Hadamard in-
tegral inequality. Both have inspired numerous refinements, extensions, and gen-
eralizations over the years. Comprehensive treatments and further developments
on convex functions and their related inequalities can be found in the literature.
See, e.g., [[1-4,/6-15].

While convexity provides powerful tools for deriving inequalities, the convolu-
tion product of two functions is another key concept that plays a central role in
analysis, probability, and signal processing. A standard definition is given below,
with the entire real line R taken as the domain of definition.

Definition 1.2. Let f, g : R — R be two functions. Then the convolution product of
f and g is defined by the function f x g : R — R such that, for any x € R,

(f % 9)(x) = / " o — g,

provided that it is well-defined.

As a basic property, the convolution product is commutative, i.e., f xg = g % f,
and associative when all integrals exist. The convolution product is particularly
essential in Fourier analysis, as the Fourier transform of a convolution product is
the product of the Fourier transforms of the individual functions. See, e.g., [|5,16].

In this article, we investigate some inequalities involving the convolution prod-
uct under the assumption that one of the functions is convex. To the best of our
knowledge, this aspect has received little attention in the existing literature, and
many of the results presented here appear to be new. Our goal is to establish
general inequalities that reveal how the convexity of one function influences the
behavior of the convolution product, with potential applications in analysis, prob-
ability theory, and related areas.

The remainder of this article is organized as follows: Section [2|presents the main
results, including detailed proofs and illustrative examples. Section (3|is devoted
to concluding remarks and a discussion of possible directions for future research.
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2. RESULTS, PROOFS AND EXAMPLES

Preliminary note: For the purposes of this article, it is assumed that any integral
or convolution product used is well-defined.

The theorem below illustrates an important property of convexity for the con-
volution product.

Theorem 2.1. Let f : R — Rand g : R — [0, 00) be two functions. Assume that f is
convex. Then f x g is also convex.
Assuming that f is concave rather than convex results in f % g also being concave.

Proof. Using the classical convex inequality in Equation (L.I)) and the fact that g is
non-negative, for any x,y € R and A € [0, 1], we have

(f % g) O + (1 — A / FOw 4+ (1= Ny — t)g(t)dt
_ / A — 1)+ (1 Ny — )g(b)de
< / (Mf(z — 1) + (1= N f(y — £) g(t)dt

—)\/ Flo—t)g(t)dt + (1 — A /f —t)g
Af*g)(@) + (1 =N (f*g)(y)

The classical convex inequality is satisfied, proving that f x ¢ is convex. Assuming
that f is concave rather than convex results in the reverse of the final inequality,
meaning that f x ¢ is also concave. This completes the proof. O

Thanks to this result, under the assumption that f is convex and g non-negative,
we can apply the Jensen integral inequality and the Hermite-Hadamard integral
inequality to the convolution product f x g. In particular, the Hermite-Hadamard
integral inequality gives

b
(Fxg) (a;b> < bia/a (% g)(w)dz < (f *9)(a) *2% (f*g)(b)7
where a,b € R such that a < b.
The theorem below provides a lower bound for the convolution product. Its

proof relies primarily on a careful application of the Jensen integral inequality.
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Theorem 2.2. Let f : R — Rand g : R — [0, 00) be two functions. Assume that f is
convex, g is integrable and tg(t) is integrable. Then, for any = € R, we have

[ tg(t)at\ =

Assuming that f is concave rather than convex reverses this inequality.

Proof. Since ¢ is non-negative, the function w : R — [0,00) such that, for any
t € R, w(t) = g(t)/ [~ g(u)du, defines a probability weight function. Applying
the Jensen integral inequality to this weight function and the convex function f,
we obtain

(fxg)@)= | flz—t)g(t)dl
(N [ e

~ ([ atwan) [ s T
= /_ g(u)du : flz —tw(t)dt

° = g [T tglt)
./m“”“Lf<mmfzmwmﬂtﬁ/mﬁ;mmmﬂg

Assuming that f is concave rather than convex allows us to apply the reverse
Jensen integral inequality, which leads to the reverse of the final inequality. This
ends the proof. O

It is interesting to note that, when integrated, the upper and lower bounds in
Theorem coincides, i.e., by the Fubini integral theorem, we have
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[ weawae= ([ swac) ([ stone)
_ (/_:f (;p_%) dx) (/_Zg(t)dt).

The theorem below establishes a lower bound for the convolution product under
the assumption that ¢ is an even function. Two different proofs are provided:
one based on Theorem and the other using elementary arguments, thereby
reinforcing the result.

Theorem 2.3. Let f : R — Rand g : R — [0, 00) be two functions. Assume that f is
convex, and g is even and integrable. Then, for any = € R, we have

(f % 9)(x) > 2f(x) / " g0y

Assuming that f is concave rather than convex reverses this inequality.

Proof. Two different proofs are proposed, the first one assuming an additonal as-
sumption on g.

Proof 1: Using an additional assumption and Theorem Under the addi-
tional assumption that ¢g(¢) is integrable (that must be considered in the state-
ment), it follows from Theorem [2.2] that

Jo ta®)dt

Since g is integrable, t¢(t) is integrable and g is even, we have

/_OO tg(t)dt =0, /00 tg(t)dt = 2 /OOO tg(t)dt.

o0 —0o0

This implies that

(f *9)(x) > 2/ (x) / " g0y

Assuming that f is concave rather than convex reverse this inequality, as stated in
Theorem
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Proof 2: Ignoring Theorem Applying a suitable decomposition of the inte-
gral, making the change of variables v = —t, taking into account that g is even,
using the classical convex inequality in Equation (1.1)) with A = 1/2 together with
the fact that ¢g is non-negative, and applying a classical integral property for the
even function g, we obtain

(f * 9)a L/ f(o - t)g

flz—1t)g(t)dt + /_oo f(a:~|—v)g(—v)dv)

(
([~ sa=vatar+ [~ sto+ vatorie)
(

/OO [z —1t)g(t)dt + /OO flz+ t)g(t)dt)

—00 —00

(f(x —t) + flz+ 1)) g(t)dt

> [Ty (#) g(1)di

~ f(2) / " gt)dt = 2f(x) / " gty

Assuming that f is concave rather than convex allows us to apply the classical
concave inequality instead of the classical convex inequality. This results in the
reverse of the final inequality. This concludes the proof. O

This theorem demonstrates the significance of the convex function f in estab-
lishing a lower bound for the convolution product f x g.
Two concrete examples of Theorem [2.3| are now presented.

Example 1. We consider f(z) = 2% and g(z) = e *", which satisfy the required
assumptions of Theorem [2.3] Then we have

(f *g)(z / flz—1t)yg / (z — )% dt



ON SOME BOUNDS INVOILVING THE CONVOLUTION PRODUCT 41

= / (2% — 22t 4 12)e " dt

= z? / e dt — Qx/ te dt + / 2e~ dt
= g2 7r—23:><0+\/—— \/_<x +2)
On the other hand, the lower bound is

2f(x) /Ooo g(t)dt = 22* /Ooo e Pdt = 2:@2? = 2*/T.

We clearly have

(f % 9)(@) =ﬁ(x2+

supporting the result of Theorem

Dsweva=os@ [ gwa
:) /

Example 2. We consider f(x) = 22 and g(z) = e71*l, which satisfy the required
assumptions of Theorem [2.3] Then we have

(f*g)(z /fa:—t t)dt = /(x—t)zeﬂdt

z/ (22 — 22t + t*)e Mat

= xz/ e lUat — Qx/ te M dt + / t2e~ Mt
=22 x2—-2xx0+4=2%+4.
On the other hand, the lower bound is

2f(x) /Ooog(t)dt = 227 /000 e~tdt = 227,

We clearly have

(F % 9)() = 227 + 4 > 247 = 2f () / " gty

supporting the result of Theorem
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The theorem below establishes an inequality connecting the convolution prod-
uct and a convex function in the context of three interacting functions. Its proof
relies primarily on a careful application of the Jensen integral inequality.

Theorem 2.4. Let f,h: R — Rand g : R — [0,00) be three functions. Assume that
f is convex, and g is integrable such that ffooo g(t)dt = 1. Then, for any © € R, we
have

f((hxg)(x)) < ((foh)*g)(z),

where f o h denotes the composition of the functions f and h, in order.
Assuming that f is concave rather than convex reverses this inequality.

Proof. Since g is non-negative with [~ _g(¢)dt = 1, it defines a probability weight
function. Applying the Jensen integral inequality to this weight function and the
convex function f, we obtain

o0

F(hg)@) = f ( e t>g<t>dt)
/f (= 0)gfoit= [ (Fone =gt

= ((foh) xg)().

Assuming that f is concave rather than convex allows us to apply the reverse
Jensen integral inequality, which leads to the reverse of the final inequality. This
concludes the proof. O

In particular, when h = f, we have the elegant inequality, for any = € R,

F((Frg)(x) < ((f o f)*g)(x).

3. CONCLUSION

The results presented in this article highlight a connection between convex
functions and the convolution product, leading to several new integral inequal-
ities. These findings suggest that convex analysis can offer deeper insights into
convolution-type operations, particularly in functional and harmonic analysis. Fu-
ture research could explore extensions to higher-dimensional settings, weighted
convolutions, or inequalities involving generalized convexities such as s-convex or
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log-convex functions. Another promising direction is to investigate probabilistic

interpretations and applications of these inequalities in information theory and

stochastic processes.

ACKNOWLEDGMENT

The author would like to thank the reviewers for their constructive comments.

(1]
(2]

(3]

(4]

(5]
(6]

(71
(8]

(9]

[10]

[11]

[12]
[13]

[14]

[15]
[16]

REFERENCES

E.F. BECKENBACH: Convex functions, Bull. Amer. Math. Soc., 54 (1948), 439-460.

R. BELLMAN: On the approximation of curves by line segments using dynamic programming,
Commun. ACM, 4(6) (1961), 284.

C. CHESNEAU: On several new integral convex theorems, Adv. Math. Sci. J., 14(4) (2025),
391-404.

C. CHESNEAU: Examining new convex integral inequalities, Earthline J. Math. Sci., 15(6)
(2025), 1043-1049.

G.B. FOLLAND: Fourier Analysis and Its Applications, Brooks/Cole, 1992.

J. HADAMARD: Etude sur les propriétés des fonctions entiéres et en particulier d’'une fonction
considérée par Riemann, J. Math. Pures Appl., 58 (1893), 171-215.

C. HERMITE: Sur deux limites d’'une intégrale définie, Mathesis, 3 (1883), 82.

M.M. IDDRISU, C.A. OKPOTI, K.A. GBOLAGADE: A proof of Jensen’s inequality through a
new Steffensen’s inequality, Adv. Inequal. Appl., 2014 (2014), 1-7.

M.M. IDDRISU, C.A. OKPOTI, K.A. GBOLAGADE: Geometrical proof of new Steffensen’s
inequality and Applications, Adv. Inequal. Appl., 2014 (2014), 1-10.

J.L.W.V. JENSEN: Om konvekse Funktioner og Uligheder mellem Middelvaerdier, Nyt Tidsskr.
Math. B., 16 (1905), 49-68.

J.L.W.V. JENSEN: Sur les fonctions convexes et les inégalités entre les valeurs moyennes, Acta
Math., 30 (1906), 175-193.

D.S. MITRINOVIC: Analytic Inequalities, Springer-Verlag, Berlin, (1970).

D.S. MITRINOVIC, J.E. PECARIC, A.M. FINK: Classical and New Inequalities in Analysis,
Kluwer Academic Publishers, Dordrecht/Boston/London, (1993).

C.P. NICULESCU: Convexity according to the geometric mean, Math. Ineq. Appl., 3(2) (2000),
155-167.

A.W. ROBERTS, P.E. VARBERG: Convex Functions, Academic Press, (1973).

E.M. STEIN AND R. SHAKARCHI: Fourier Analysis: An Introduction, Princeton University
Press, 2003.



44 C. Chesneau

DEPARTMENT OF MATHEMATICS,

UNIVERSITY OF CAEN-NORMANDIE,

UFR DES SCIENCES - CAMPUS 2, CAEN,

FRANCE.

Email address: christophe.chesneau@gmail.com



	1. Introduction
	2. Results, proofs and examples
	3. Conclusion
	Acknowledgment
	References

