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STABILITY FOR CERTAIN CLASS OF MULTIVALENT FUNCTIONS

A. EBADIAN1, SH. NAJAFZADEH AND S. AZIZI

Abstract. In this paper we investigate the problem of stability for a certain class of p-valent functions in
T�-neighborhoods and we �nd the lower and upper bounds of radius of stability.

1. Introduction

Let A(p) denote the class of functions f(z) of the
form

f(z) = zp +

1X
n=p+1

anz
n; (p 2 N = f1; 2; 3; :::g);

which are analytic and p-valent in the open unit disc

U = fz 2 C : jzj < 1g. Also, let S� and K denote

the subclasses of A(1) = A consisting of starlike and

convex functions, respectively.

A function f(z) 2 A(p) is said to be in the class

Mp(�; �) if it satis�es

Re

�
zf 0(z)

f(z)

�
< �

����zf 0(z)f(z)
� p

����+ �;

where � � 0 and � > p.

We note if f(z) 2 Mp(�; �), then, for � < �1,
zf 0(z)

f(z)
lies in the region Gp � Gp(�; �) = fw =

u + iv : Rew < �jw � pj + �g, that is, part of the
complex plane which contains w = p and is bounded

by the ellipse�
u� p�2 � �

�2 � 1

�2

+
�2

�2 � 1
v2 =

�2(� � p)2

(�2 � 1)2
;

with vertices at the points�
p�2 � �

�2 � 1
;

� � pp
�2 � 1

�
;

�
p�2 � �

�2 � 1
;

p� �p
�2 � 1

�
;�

p�+ �

�+ 1
; 0

�
;

�
p�� �

�� 1
; 0

�
:

For p = 1, the class M1(�; �) = MD(�; �)
was studied earlier by J. Nishiwaki and S. Owa [10].

Many subclasses of the class Mp(�; �) were studied

in earlier works [2, 11, 9, 12, 18].

Let the Hadamard product (or convolution) of two

functions

f(z) = zp +

1X
n=p+1

anz
n ; g(z) = zp +

1X
n=p+1

bnz
n;

be given by

(f � g)(z) = zp +

1X
n=p+1

anbnz
n:

And the integral convolution be given by

(f 
 g)(z) = zp +

1X
n=p+1

anbn
n

zn:

Also, note that if Ip denotes Ip(z) = zp then

f � Ip = Ip and f 
 Ip = Ip :

The convolution has the algebraic properties of

ordinary multiplication. In convolution theory, the

concept of duality is important. Many authors have

used the powerful method of duality for study proper-

ties of analytic functions(for example, see [7, 8, 17]).

The concept of duality in geometric function theory

was stated by Ruscheweyh in the book [15]. Let V�
denote the dual set of V � A(p). Then

V� =
�
g 2 A(p) : (f � g)(z)

zp
6= 0;8f 2 V;8z 2 U

�
:

For p = 1, we obtain the de�nition of dual set

de�ned by Ruscheweyh [14]. Let D � A(p) be given
such that D� =Mp(�; �). Then it is easy to see that

f 2Mp(�; �)() (f � g)(z)
zp

6= 0; (g 2 D; z 2 U):

1corresponding author

Key words and phrases. Stability of Hadamard product, Integral convolution, p-valent functions, Analytic functions.

1



2 A. EBADIAN, SH. NAJAFZADEH AND S. AZIZI

If f(z) = zp +
P1

n=p+1 anz
n, then T�-neighborhood

of the function f is de�ned as

TN�(f) =

(
g(z) = zp +

1X
n=p+1

bnz
n 2 A(p) :

1X
n=p+1

Tnjan � bnj � �

)
;

where � > 0 and T = fTng1n=p+1 is a sequence of

positive numbers.

In [16, 6] authors investigated T�-neighborhood for

various subclasses of analytic functions.

We also de�ne TN�(A) =
S
f2A TN�(f); (A � A).

For p = 1, St. Ruscheweyh in [13] considered T =

fng1n=2 and showed that if f 2 K, then TN1=4(f) �
S�.

Assume that A;B are subclasses of the class A.
Then the set of all functions f � g and f 
 g, where

f 2 A and g 2 B, will be denoted by A�B and A
B,
respectively. Let A � B � C, the Hadamard product

is called T-C-stabel on the pair of classes (A;B) if

there exists � > 0 such that TN�(A) � TN�(B) � C.

Stability of the integral convolution is de�ned in a

similar way. The constant �T which characterizes the

stability of Hadamard or integral convolution is called

the radius of stability and it is de�ned as follows.

De�nition 1.1. Let A; B; C be the subclasses of

the class A and A � B � C. Then a constant

�T (A �B;C), such that

�T (A �B;C) = supf� : TN�(A) � TN�(B) � Cg;
is called the radius of stability of the convolution

on the pair (A; B). The constant �T (A 
 B;C),

such that

�T (A
B;C) = supf� : TN�(A)
 TN�(B) � Cg;
is called the radius of stability of the integral con-

volution on the pair (A; B).

Bebnarz in [3] studied T-C-stability for certain

classes of analytic functions. Also, Bednarz, Kanas,

Sokóª and Aghalary et al.[4, 5, 1] recently investi-

gated the problem of stability for various subclasses

of analytic functions. In this paper we investigate

the problem of stability for the class Mp(�; �) in

T�-neighborhoods and we �nd the lower and upper

bounds of radius of stability.

2. Preliminaries

We shall require the following de�nitions and lem-

mas to prove our main results.

Lemma 2.1. Let

Ht(z) =
zp

p(1� z)2

�
p+ (1� p)z � Bz

B � p

�
;

where

B = t�+ � � i
p
t2 � (t�+ � � p)2;

(t2 � (t�+ � � p)2 � 0;
� � p

1� �
� t � p� �

1 + �
;

� < �1; � > p):

Then a function f 2 A(p) is in Mp(�; �) if and

only if for all z in U,

(f �Ht)(z)

zp
6= 0 :

Proof. Let us assume that for f 2 A(p),
(f �Ht)(z)

z
6= 0, (z 2 U). Then we have

(f �Ht)(z)

zp
=

=

��
f(z) � pz

p + (1� p)zp+1

p(1� z)2

�
�

� B

B � p

�
f(z) � zp+1

p(1� z)2

��
=zp

=

zf 0(z)

p
� B

B � p

�
zf 0(z)

p
� f(z)

�
zp

=
Bpf(z)� pzf 0(z)

p(B � p)zp
6= 0 ;

or

zf 0(z)

f(z)
6= B

Since boundary of region Gp � Gp(�; �) can be

taken as B = t�+ � � i
p
t2 � (t�+ � � p)2 for any

� � p

1� �
� t � p� �

1 + �
, this means that

zf 0(z)

f(z)
lies

completely either inside Gp or complement of Gp

for all z 2 U. At z = 0,
zf 0(z)

f(z)
= p 2 Gp so

that
zf 0(z)

f(z)
� Gp for all z 2 U,which shows that

f 2Mp(�; �). The converse part follows easily since

all the steps can be retraced back. This completes

the proof of lemma 2.1. �

In view of the de�nition of dual set and Lemma

2.1 we can easily obtain the following result.

Corollary 2.1. Let

D = fh 2 A :

h(z) =
zp

p(1� z)2

�
p+ (1� p)z � Bz

B � p

��
;
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where

B = t�+ � � i
p
t2 � (t�+ � � p)2;

(t2 � (t�+ � � p)2 � 0;

� � p

1� �
� t � p� �

1 + �
;� < �1; � > p):

Then D� =Mp(�; �).

Lemma 2.2. Let � < �1 and � > p. If h(z) =

zp +
P1

n=p+1 cnz
n 2 D. Then

jcnj � � � p+ (n� p)(1� �)

� � p
:

Proof. From the power series of the function h(z) 2
D in Corollary 2.1 we obtain

cn =
B � n

B � p
;

and therefore

jcnj2 = t2 + (n� p)[n+ p� 2(t�+ �)]

t2
:

Since
� � p

1� �
� t � p� �

1 + �
, then �2(t�+�) � 2(t�p)

and we get

jcnj2 � t2 + (n� p)[n+ p+ 2(t� p)]

t2

=
t2 + (n� p)(n� p+ 2t)

t2

=
(n� p+ t)2

t2
;

and so

jcnj � n� p+ t

t
:

Now, since
� � p

1� �
� t, we obtain

jcnj � n� p+ t

t

= 1 +
n� p

t

� � � p+ (n� p)(1� �)

� � p
:

�

Corollary 2.2. Let � < �1 and � > p. The func-

tion g(z) = zp + Azn 2Mp(�; �) if and only if

jAj � � � p

� � p+ (n� p)(1� �)
:(2.1)

Proof. First we prove the su�cient condition. Since���� (g � h)(z)zp

���� = ��1 + cnAz
n�p

��
� 1� jcnAzj
� 1� jzj > 0

(z 2 U; h 2 D)

then by Corollary 2.1, g 2 D� = Mp(�; �). Assume

next, for neccessity, that g 2Mp(�; �), and

h(z) = zp +

1X
n=p+1

� � p+ (n� p)(1� �)

� � p
zn 2 D:

Then

(g � h)(z)
zp

= 1 + A
� � p+ (n� p)(1� �)

� � p
zn�p:

Then, for jAj > � � p

� � p+ (n� p)(1� �)
there exist a

point � 2 U such that
(g � h)(�)

�p
= 0, so that the

inequality (2.1) must hold. �

Corollary 2.3. Let � < �1; � > p and f(z) =

zp +
P

1

n=p+1 anz
n 2 A(p). If

1X
n=p+1

� � p+ (n� p)(1� �)

� � p
janj � 1;

then f 2Mp(�; �).

Proof. Let f(z) = zp +
P

1

n=p+1 anz
n 2 A(p) and

h(z) = zp +
P1

n=p+1 cnz
n 2 D. Since for all n � 2,

jcnj � � � p+ (n� p)(1� �)

� � p
:

Then we have���� (f � h)(z)zp

���� =
�����1 +

1X
n=p+1

ancnz
n�p

�����
� 1�

1X
n=p+1

janjjcnjjzj

> 1�
1X

n=p+1

janjjcnj � 0:

Thus
(f � h)(z)

zp
6= 0 and from Corollary 2.1 we have

f 2 D� =Mp(�; �). �

Lemma 2.3. Let � < �1 and � > p. For

f 2 A and for every � 2 C such that j�j < �,

if F�(z) =
f(z) + �zp

1 + �
2 Mp(�; �), then for every

h 2 D,

���� (f � h)(z)zp

���� � �; (z 2 U) :

Proof. Let F� 2 Mp(�; �). Then by Corollary 2.1,

8h 2 D, 8z 2 U
(F� � h)(z)

zp
6= 0. Equivalently,

(f � h)(z) + �zp

(1 + �)zp
6= 0 in U or

(f � h)(z)
zp

6= �� which

shows that

���� (f � h)(z)zp

���� � �. �

Lemma 2.4. ([15]) Let f(z) and g(z) be in the

class K and S� respectively. Then, for every func-

tion F (z) analytic in U, we have

f(z) � F (z)g(z)

f(z) � g(z) 2 Co(F (U)); z 2 U;
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where Co denotes the closed convex hull.

De�nition 2.1.

K(p) =
�
f 2 A(p) : f(z) = zp�1�(z); � 2 K	 :

Lemma 2.5. Let p < � � p�(1+�) and � < �1. If

f 2Mp(�; �) and g 2 K(p). Then f �g 2Mp(�; �).

Proof. Let f 2M(�; �) and g 2 K(p). Then

zf 0(z)

f(z)
2 Gp ; g(z) = zp�1�(z);

where �(z) 2 K. To prove the required result, it is

su�cient to prove that

z(g � f)0(z)
(g � f)(z) 2 Gp:

We have

z(z1�pf(z))0

z1�pf(z)
= 1� p+

zf 0(z)

f(z)
;

moreover, from propreties of region Gp we have

Re
zf 0(z)

f(z)
>

p�+ �

�+ 1
:

Then

Re
z(z1�pf(z))0

z1�pf(z)
>

� � p+ �+ 1

�+ 1
� 0:

Thus, z1�pf(z) 2 S�. Now we have

z(g � f)0(z)
(g � f)(z) =

g(z) � zf 0(z)
g(z) � f(z)

=
zp�1�(z) � zf 0(z)
zp�1�(z) � f(z)

=
�(z) � z2�pf 0(z)
�(z) � z1�pf(z)

=

�(z) � zf
0(z)

f(z)
z1�pf(z)

�(z) � z1�pf(z) :

Then by using Lemma 2.4, we have

z(g � f)0(z)
(g � f)(z) =

�(z) � zf
0(z)

f(z)
z1�pf(z)

�(z) � z1�pf(z)
2 Co(F (U)) � Gp;

where F (z) =
zf 0(z)

f(z)
and Gp is a convex region.

Then f � g 2Mp(�; �). �

De�nition 2.2. A function f 2 A(p) is said to be

in the class Np(�; �) if for all z 2 U,
zf 0(z) + (1� p)f(z) 2Mp(�; �) :

Lemma 2.6. Let p < � � p� (1 + �) and � < �1.
If f 2 Np(�; �), then for � with j�j < 1

4
,

F�(z) =
f(z) + �zp

1 + �
2Mp(�; �).

Proof. Let f(z) = zp +
P1

n=p+1 anz
n. Then

F�(z) =
f(z) + �zp

1 + �

=
zp(1 + �) +

P1

n=p+1 anz
n

1 + �

=
f(z) � [zp(1 + �) +

P
1

n=p+1 z
n]

1 + �

= f(z) �
zp � �

1 + �
zp+1

1� z

= f(z) � k(z);
where

k(z) =
zp � �

1 + �
zp+1

1� z

= zp�1h(z);

and h(z)
z � �

1 + �
z2

1� z
. Now,

zh0(z)

h(z)
=

z � 2�
1+�z

2

z � �
1+�z

2
+

z

1� z

=
��z
1� �z

+
1

1� z
; where � =

�

1 + �
:

Hence j�j < j�j
1� j�j <

1

3
gives j�j < 1

4
. Thus

Re

�
zh0(z)

h(z)

�
� 1� 2j�jjzj � j�jjzj2

(1� j�jjzj)(1 + jzj) > 0;

if j�j(jzj2 + 2jzj) � 1 < 0. This inequality holds for

all j�j < 1

3
and jzj < 1, which is true for j�j < 1

4
.

Therefore h is starlike in U and soZ z

0

h(t)

t
dt = z +

1X
n=2

hnz
n

n
= h(z) � log

�
1

1� z

�
;

is convex for j�j < 1

4
.

Also we have

(f � k)(z) = (k � f)(z) = zp�1h(z) � f(z)
= zp�1

�
h(z) � z1�pf(z)�

= zp�1 [h(z) � F (z)]

= zp�1
�
h(z) �

�
zF 0(z) � log

�
1

1� z

���

= zp�1
�
zF 0(z) �

�
h(z) � log

�
1

1� z

���
= zp�1 [zF 0(z) �	(z)]

= zp�1
�
z1�p(zf 0(z) + (1� p)f(z)) �	(z)

�
= (zf 0(z) + (1� p)f(z)) � zp�1	(z);

where F (z) = z1�pf(z) and 	(z) = h(z) �
log

�
1

1� z

�
. Now from f 2 Np(�; �), we have
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zf 0(z) + (1� p)f(z) 2Mp(�; �) and since 	(z) 2 K
then by Lemma 2.5 we have

(zf 0(z) + (1� p)f(z)) � zp�1	(z) 2Mp(�; �):

Thus F�(z) = (f � k)(z) 2Mp(�; �). �

Lemma 2.7. Let p < � � p� (1 + �) and � < �1.
If f 2 Np(�; �) and h 2 D, then

���� (f � h)(z)zp

���� � 1

4
.

Proof. Let f(z) = zp +
P1

n=p+1 anz
n 2 Np(�; �)

and h 2 D, then from Lemma 2.6 for j�j < 1
4 we have

F�(z) =
f(z) + �zp

1 + �
2Mp(�; �). Thus

1

zp
[h(z) � F�(z)] 6= 0; j�j < 1

4
:

Now from the properties of Hadamard product we

obtain

1 + �

zp
[h(z) � f(z) + �zp

1 + �
] =

1

zp
[h(z) � (f(z) + �zp)]

=
1

zp
[h(z) � f(z)] + � 6= 0 :

Hence for j�j < 1
4 ,

1

zp
[h(z) � f(z)] 6= ��, and so���� (f � h)(z)zp

���� � 1

4
. �

Lemma 2.8. Let � > p and � � 0. If f 2
Mp(�; �), then

jap+1j � 2(� � p)

1� �
;

and

janj � 2(� � p)

(n� p)(1� �)

n�p�1Y
j=1

�
1 +

2(� � p)

j(1� �)

�
;

(n � p+ 2):

Proof. Let f 2Mp(�; �). Then

Re

�
zf 0(z)

f(z)

�
< �

����zf 0(z)f(z)
� p

����+ �

� �

�
zf 0(z)

f(z)
� p

�
+ �;

implies that

� � p�+ (�� 1)Re

�
zf 0(z)

f(z)

�
> 0:

And let us de�ne the function p(z) by

p(z) =

� � p�+ (�� 1)
zf 0(z)

f(z)

� � p
:(2.2)

Then p(z) is analytic in U, p(0) = 1 and Rep(z) >

0 (z 2 U). Therefore, if we write

p(z) = 1 +

1X
n=1

pnz
n;(2.3)

then jpnj � 2 (n � 1). From (2.2) and (2.3), we

obtain that

(�� 1)
1X

n=p+1

(n� p)anz
n

= (� � p)

1X
n=1

pnz
n(zp +

1X
n=p+1

anz
n):

Therefore we have

an =

� � p

(n� p)(�� 1)
�

(pn�p + pn�p�1ap+1 + :::+ p2an�2 + p1an�1);

for all n � p+ 1. When n = p+ 1,

jap+1j � � � p

1� �
jp1j � 2(� � p)

1� �
:

And when n = p+ 2,

jap+2j � � � p

2(1� �)
(jp2j+ jp1jjap+1j)

� 2(� � p)

2(1� �)

�
1 +

2(� � p)

1� �

�
:

Let us suppose that

jakj � 2(� � p)

(k � p)(1� �)
(2.4)

(1 + jap+1j+ :::+ jak�2j+ jak�1j)

� 2(� � p)

(k � p)(1� �)

k�1�pY
j=1

�
1 +

2(� � p)

j(1� �)

�
(k � p+ 2):

Then we see

1 + jap+1j+ :::+ jak�2j+ jak�1j �(2.5)

�
k�1�pY
j=1

�
1 +

2(� � p)

j(1� �)

�
:

By using (2.4) and (2.5), we obtain that

jak+1j � 2(� � p)

(k + 1� p)(1� �)

(1 + jap+1j+ :::+ jak�2j+ jak�1j+ jakj)

�
�
1 +

2(� � p)

(k � p)(1� �)

�
2(� � p)

(k + 1� p)(1� �)

k�1�pY
j=1

�
1 +

2(� � p)

j(1� �)

�

� 2(� � p)

(k + 1� p)(1� �)

k�pY
j=1

�
1 +

2(� � p)

j(1� �)

�
:

This completes the proof of the lemma 2.8. �
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Corollary 2.4. Let � � �1 and p < � � p + 2. If

f 2Mp(�; �), then

janj � n(� � p)

2
(n � p+ 1):

Proof. Since � � �1 and p < � � p + 2, then
1

1� �
� 1

2
; 0 < � � p � 2 and from Lemma 2.8

for n � p+ 2 we obtain that

janj �
2(� � p)

(n� p)(1� �)

n�p�1Y
j=1

�
1 +

2(� � p)

j(1� �)

�

� � � p

n� p

n�p�1Y
j=1

�
1 +

� � p

j

�

=
� � p

n� p
�

(
(1 + � � p)(2 + � � p):::(n� p� 1 + � � p)

1� 2� :::� (n� p� 1)

=
(� � p)(� � p+ 1) � � � (� � p+ n� p� 1)

(n� p)!

� (� � p)
2� 3� 4� :::� (n� p)� (n� p+ 1)

2(n� p)!

=
(� � p)(n� p+ 1)

2

� n(� � p)

2
:

Also, for n = p+ 1 again from Lemma 2.8 we have

jap+1j � 2(� � p)

1� �

� � � p

� (p+ 1)(� � p)

2
:

�

Lemma 2.9. Let L
 : A ! A is the integral oper-

ator de�ned by

L
 [f ](z) =

 + 1

z


Z z

0

t
�1f(t)dt;

and Re
 � 0, then L
 [K] � K.
Corollary 2.5. Let 1 < p � 3, then

g(z) = z +

1X
n=2

n

p+ n� 1
zn 2 K:

Proof. Let 1 < p � 3 and 
 =
n2 � n+ 1� p

p� 1
; n �

2. Since f(z) = z +
P1

n=2 z
n 2 K and 
 � 0, then

by Lemma 2.9 we have

L
 [f ](z) = g(z) = z +

1X
n=2

n

p+ n� 1
zn 2 K:

�

3. Main results

Throughout this section T = fTng1n=p+1 will al-

ways be the sequence given by

Tn =
� � p+ (n� p)(1� �)

� � p
;

unless otherwise mentioned.

Theorem 3.1. Let 1 � p � 3 and�
p < � � p� (�+ 1) �3 � � < �1;
p < � � p+ 2 � < �3:

Then for

0 �� <s�
(� � p+ 1� �)(p+ 3)

4(� � p)

�2
+

(p+ 1)(� � p+ 1� �)

4(� � p)

�
�
(� � p+ 1� �)(p+ 3)

4(� � p)

�
;

we have

TN�(Mp(�; �))
 TN�(K(p)) �Mp(�; �):

Proof. Let f0(z) = zp +
P1

n=p+1 a0nz
n 2 Mp(�; �)

and g0(z) = zp +
P1

n=p+1 b0nz
n 2 K(p). Then

g0(z) = zp�1�(z) where �(z) = z +
P

1

k=2 dkz
k 2 K

and so we have g0(z) = zp+
P1

n=p+1 dn�p+1z
n. Con-

sequently, b0n = dm where m = n� p+ 1 for all n �
p+1. Also suppose that f(z) = zp+

P1

n=p+1 anz
n 2

TN�(f0) and g(z) = zp +
P1

n=p+1 bnz
n 2 TN�(g0).

We want to show that

(f 
 g � h)(z)
zp

6= 0; (h 2 D):

By the identity

f 
 g � h =

f0 
 g0 � h+ f0 
 (g � g0) � h+
(f � f0)
 g0 � h+ (f � f0)
 (g � g0) � h;

we obtain ���� (f 
 g � h)(z)
zp

���� �(3.1)

�
���� (f0 
 g0 � h)(z)

zp

�����
���� (f0 
 (g � g0) � h)(z)

zp

����
�
���� ((f � f0)
 g0 � h)(z)

zp

�����
���� ((f � f0)
 (g � g0) � h)(z)

zp

���� :
From Lemma 2.5 we have (f0 � g0)(z) 2 Mp(�; �).

We have

z(f0 
 g0)
0(z) + (1� p)(f0 
 g0)(z) =

(f0 � g0)(z) � (zp +
1X

n=p+1

n+ 1� p

n
zn);

and

zp +

1X
n=p+1

n+ 1� p

n
zn = zp�1(z +

1X
l=2

l

p+ l� 1
zl):
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Then clearly, for p = 1 and by using Lemma 2.5

and Corollary 2.5 for 1 < p � 3 we conclude that

z(f0 
 g0)
0(z) + (1 � p)(f0 
 g0)(z) 2 Mp(�; �) and

thus f0 
 g0 2 Np(�; �). Now from Lemma 2.7 we

obtain ���� (f0 
 g0 � h)(z)
zp

���� � 1

4
:(3.2)

Moreover, since �(z) = z +
P1

k=2 dkz
k 2 K and

b0n = dm where m = n � p + 1 for all n � p + 1

and also for all n � p + 1, m � 2 therefore jb0nj =
jdmj � 1. Also by making use of Corollary 2.4 and

Lemma 2.2 for h(z) = zp +
P1

n=p+1 cnz
n we obtain

ja0nj � n(� � p)

2
and jcnj � � � p+ (n� p)(1� �)

� � p
,

respectively. Now, from the de�nitions of TN�(f0)

and TN�(g0) we have

1X
n=p+1

ja0njjbn � b0njjcnj
n

� � � p

2

1X
n=p+1

� � p+ (n� p)(1� �)

� � p
jbn � b0nj

=
� � p

2

1X
n=p+1

Tnjbn � b0nj

� �(� � p)

2
:

So
1X
n=2

ja0njjbn � b0njjcnj
n

� �(� � p)

2
:(3.3)

Similarly, we get

1X
n=p+1

jb0njjan � a0njjcnj
n

� 1

p+ 1

1X
n=p+1

Tnjan � a0nj

� �

p+ 1
:(3.4)

Finally, we have

1X
n=p+1

jan � a0njjbn � b0njjcnj
n

� �(� � p)

(p+ 1)(� � p+ 1� �)

1X
n=p+1

Tnjbn � b0nj

� �2(� � p)

(p+ 1)(� � p+ 1� �)
:(3.5)

By virtue of (3.2),(3.3),(3.4) and (3.5), inequality

(3.1) gives���� (f 
 g � h)(z)
zp

����

� 1

4
� �(� � p)

2
� �

p+ 1
� �2(� � p)

(p+ 1)(� � p+ 1� �)
:

(3.6)

The right side of (3.6) is positive whenever

0 � � <s�
(� � p+ 1� �)(p+ 3)

4(� � p)

�2
+

(p+ 1)(� � p+ 1� �)

4(� � p)

�
�
(� � p+ 1� �)(p+ 3)

4(� � p)

�
:

�

Corollary 3.1. Let 1 � p � 3 and�
p < � � p� (�+ 1) �3 � � < �1;
p < � � p+ 2 � < �3:

Then we have

�T (Mp(�; �)
K(p);Mp(�; �)) �s�
(� � p+ 1� �)(p+ 3)

4(� � p)

�2
+

(p+ 1)(� � p+ 1� �)

4(� � p)

�
�
(� � p+ 1� �)(p+ 3)

4(� � p)

�
:

Theorem 3.2. Let p < � � p+2 and � < �1. For

0 �� <s
[(p+ 1)(� � p+ 1� �)]2

16
+

(p+ 1)(� � p+ 1� �)

� � p

� (p+ 1)(� � p+ 1� �)

4
;

we have

TN�(fIpg)
 TN�(Mp(�; �)) �Mp(�; �):

Proof. Let f0(z) = Ip(z) = zp and g0(z) =

zp +
P1

n=p+1 b0nz
n 2 Mp(�; �). Also suppose

that f(z) = zp +
P1

n=p+1 anz
n 2 N�(f0) and

g(z) = zp +
P

1

n=p+1 bnz
n 2 N�(g0), then we haveP1

n=p+1 Tnjanj � � and
P1

n=p+1 Tnjbn � b0nj � �.

We want to show that

((f 
 g) � h)(z)
zp

6= 0; (h 2 D):

We have

f 
 g � h =

f0 
 g0 � h+ f0 
 (g � g0) � h
+ (f � f0)
 g0 � h+ (f � f0)
 (g � g0) � h:

Therefore, we obtain���� (f 
 g � h)(z)
zp

���� �
�
���� (f0 
 g0 � h)(z)

zp

�����
���� (f0 
 (g � g0) � h)(z)

zp

����
�
���� ((f � f0)
 g0 � h)(z)

zp

�����
���� ((f � f0)
 (g � g0) � h)(z)

zp

���� :
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Observe that, (f0 
 g0 � h)(z) = zp and

(f0 
 (g � g0) � h)(z) = 0. Moreover we have

���� ((f � f0)
 g0 � h)(z)
zp

����
�

1X
n=p+1

janjjb0njjcnj
n

� � � p

2

1X
n=p+1

� � p+ (n� p)(1� �)

� � p
janj

=
� � p

2

1X
n=p+1

Tnjanj

� (� � p)�

2
;

and ���� ((f � f0)
 (g � g0) � h)(z)
zp

����
�

1X
n=p+1

janjjbn � b0njjcnj
n

� 1

p+ 1

1X
n=p+1

Tnjanjjbn � b0nj

� �(� � p)

(p+ 1)(� � p+ 1� �)

1X
n=p+1

Tnjbn � b0nj

� �2(� � p)

(p+ 1)(� � p+ 1� �)
:

Now, following the same techniques as in the proof

of Theorem 3.1 we conclude the result and we omit

details.

�

Corollary 3.2. Let p < � � p + 2 and � < �1.
Then we have

�T (fIpg 
Mp(�; �);Mp(�; �)) �s
[(p+ 1)(� � p+ 1� �)]2

16
+

(p+ 1)(� � p+ 1� �)

� � p

� (p+ 1)(� � p+ 1� �)

4
:

Corollary 3.3. Let � > p and � < �1. Then we

have

�T (Mp(�; �)
K(p);Mp(�; �)) �

�1 =

s�
1 +

1� �

2(� � p)
)

�2
+
p(� � p+ 1� �)

� � p

�
�
1 +

1� �

2(� � p)

�
;(3.7)

and

�T (fIpg 
Mp(�; �);Mp(�; �)) �

�2 =

s
1

4
+

(p+ 1)(� � p+ 1� �)

� � p
� 1

2
:(3.8)

Proof. Let g0(z) = zp + zp+1 + zp+2 + : : : , f0(z) =

zp +
� � p

� � p+ 1� �
zp+1, h0(z) = Ip(z) = zp. Since

g0(z) = zp�1(z + z2 + z3 + � � � = zp�1(
z

1� z
) and

z

1� z
2 K then g0 2 K(p). Also from Corollary 2.2,

we have f0 2Mp(�; �). Let

g(z) = zp +

�
1 +

�(� � p)

� � p+ 1� �

�
zp+1 + zp+2 + : : :

2 TN�(g0) � TN�(K(p));

f(z) = zp +

�
� � p

� � p+ 1� �
(1 + �)

�
zp+1

2 TN�(f0) � TN�(Mp(�; �));

h(z) = zp +
�(� � p)

� � p+ 1� �
zp+1

2 TN�(h0) � TN�(fIpg):
To show (3.7) and (3.8) it is su�cient to prove that

f 
 g =2Mp(�; �) when � > �1;

and

h
 f =2Mp(�; �) when � > �2:

We have

(f 
 g)(z) = zp+

� � p

(p+ 1)(� � p+ 1� �)
(1 + �)

�
1 +

�(� � p)

� � p+ 1� �

�
zp+1:

Let '(�) =
� � p

(p+ 1)(� � p+ 1� �)
(1 + �)

�
1 + �(��p)

��p+1��

�
.

Then we have '(�1) =
� � p

� � p+ 1� �
and '(�) >

'(�1) for � > �1, therefore by Crollary 2.2 we have

(f 
 g)(z) =2Mp(�; �) when � > �1.

Also we have

(h
f)(z) = zp+
(� � p)2

(p+ 1)(� � p+ 1� �)2
�
� + �2

�
zp+1;

and

(� � p)2

(p+ 1)(� � p+ 1� �)2
�
�2 + �22

�
=

� � p

� � p+ 1� �
;

thus similarly h
 f =2Mp(�; �) when � > �2: �

Theorem 3.3. Let � > p and � < �1. Then we

have

(i) for

�1 =

s
� � p+ 1� �

� � p
;
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TN�1(fIpg) � TN�1(fIpg) �Mp(�; �),

(ii) for

�2 =

s
(p+ 1)(� � p+ 1� �)

� � p
;

TN�2(fIpg)
 TN�2(fIpg) �Mp(�; �).

The result is the best possible in each case.

Proof. (i) Let

f(z) = zp +

1X
n=p+1

anz
n 2 TN�1(fIpg)

and

g(z) = zp +

1X
n=p+1

bnz
n 2 TN�1(fIpg) :

By making use of de�nition TN�1(fIg) we have
1X

n=p+1

Tnjanj � �1;(3.9)

and
1X

n=p+1

Tnjbnj � �1:(3.10)

Since � > p and � < �1, Tn =
� � p+ (n� p)(1� �)

� � p
is an increasing function of

n (n � p+ 1) so that from (3.9) we get

1X
n=p+1

janj � (� � p)�1
� � p+ 1� �

;

which implies that

janj � (� � p)�1
� � p+ 1� �

(n � p+ 1):

Using the above inequality and (3.10), it follows that

1X
n=p+1

� � p+ (n� p)(1� �)

� � p
janjjbnj

� (� � p)�21
� � p+ 1� �

= 1;

which in view of Corollary 2.3, (f �g)(z) 2Mp(�; �).

The proof of (ii) is similar to part (i) and we omit the

details.

To see that the containment relation in (i) is the best

pssible, we consider the functions f and g de�ned in

U by

f(z) = g(z) = zp +

s
� � p

� � p+ 1� �
zp+1;

clearly, f; g 2 TN�1(Ip) and (f � g) 2Mp(�; �). Also

considering the functions f and g de�ned in U by

f(z) = g(z) = zp +

s
(p+ 1)(� � p)

� � p+ 1� �
zp+1;

it is easily seen that the result in (ii) is the best pos-

sible. This evidently completes the proof. �

Corollary 3.4. Let � > p and � < �1. Then we

have

(i)

�T (fIP g � fIpg;Mp(�; �)) =

s
� � p+ 1� �

� � p
;

(ii)

�T (fIP g
fIpg;Mp(�; �)) =

s
(p+ 1)(� � p+ 1� �)

� � p
:

Proof. (i) From Theorem 3.3 we have

�T (fIP g � fIpg;Mp(�; �)) � �1 =

s
� � p+ 1� �

� � p
:

(3.11)

Moreover, let

f(z) = g(z) = zp +
�(� � p)

� � p+ 1� �
zp+1 2 TN�(fIpg):

Then we have

(f � g)(z) = zp +

�
�(� � p)

� � p+ 1� �

�2

zp+1:

Let '(�) =

�
�(� � p)

� � p+ 1� �

�2

, then '(�) > '(�1) =

� � p

� � p+ 1� �
for � > �1. Therefore, by Corollary

2.2, (f � g)(z) =2 Mp(�; �) when � > �1. This means

that

�T (fIP g � fIpg;Mp(�; �)) � �1:(3.12)

The relations (3.11) and (3.12) give the result. The

proof of part (ii) is similar to part (i) and we omit

the details. �
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