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ABSTRACT. This paper deals with the fixed point iterative schemes that are being utilized to solve the systems of nonlinear equations in various fields and spaces. The convergence speed of iterative processes is highly focused, calculated and compared with various original methods to check the efficiency of these methods towards its optimal solution. The effect on the speed of convergence by the coefficients included in these iterative algorithms are investigated and analyzed in this manuscript. Moreover, the results on the convergence rate of various fixed point iterative schemes are supported by comparing the convergence rate of these iterative plans using the methodology of interchanging the coefficients of these algorithms. The convergence behaviour of these iterative processes is also shown graphically. In a nut shell, the comparison analysis shows that the coefficients involved in such type of schemes may vary the convergence rate of the schemes towards their fixed points.

1. INTRODUCTION

This paper deals with the fixed point iteration methods that utilized to solve linear and nonlinear systems. It is assumed that each problem of can be expressed using the fixed point algorithm. Fixed Point Algorithm (FPA) is a type of tools which is available everywhere and use to find more accurate solutions
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to non-linear systems used in Analysis, Algebra, Geometry, Logic etc. The convergence speed of these procedures play an effective role in the solution of non-linear systems. This paper discusses about the fixed point iterative schemes with it various applications in every field science and technology. A very common and fundamental application of fixed point in computer science is in recursion theory and mathematical model loops. The utilize of its algorithm is because of the semantics of recursion that are depicted by fixed points of functions. One of the first occurrence of fixed points is in the field of automata (robotics). The theorem about the existence & axioms of the FPs is popularly regarded as the ‘fixed point theorem’ (FPT). Several remarks, results and consequences in the theory of automata are obtained from the basic results of fixed points.

Several prominent applications related to the fixed point theory (FPT) are there in every field of Mathematical science and technology. In analysis, fixed point has an imperative job in software engineering and in data-flow analysis as programming languages compilers use fixed point calculation for program statement analysis which is often required for code optimization. In numerical analysis, one can calculate the FPs of the iteration functions using FP-iteration. The fixed point iteration for a point \( \tau \) in the domain of function \( \varphi \) is defined as 
\[
\tau_{p+1} = \varphi(\tau_p)
\] for \( p \geq 0 \). In Numerical analysis, it is a method of determining fixed point by doing a number of iteration steps to the function. The fixed point iteration process may be called as a chain point, because the current result of the immediate solution treated as an input to next solution. So it creates a chain point in more appropriate values of the solution.

The Fixed Point Algorithm (FPA) generates a recursive sequence that find the fixed point for some standard functions. The major advantages and benefits of these algorithms are that these are not difficult to implement on Mathematical models and functions. The Fixed Point Algorithm (FPA) uses a value, ideally chosen very close to the fixed point that we want to find and a function \( \varphi(\tau) \) that generates a recursively defined sequence \( \tau_p \) for \( p = 0 \) and \( \tau_{p+1} = \varphi(\tau_p) \) where \( p \geq 0 \).

The Carl Gustav Jacob’s (CGJ) or Jacobi iterative procedure (JIP) is a prominent method for finding solution of diagonal system of equations. Similarly, Gauss Seidel Iteration method (GSIM) utilizes the latest approximate values and scan the mesh points symmetrically from left rows to right rows along with successive rows.
2. Preliminaries

A fixed point of a function $\varphi(\tau)$ is a value $\tau_0$ in the domain of function such that $\varphi(\tau) = \tau$. Geometrically, a fixed point occurs at which the graph of the function $\rho = \varphi(\tau)$ crosses the graph of $\rho = \tau$.

![Fig. 1: Fixed Point](image)

Following are some basic definitions and preliminaries that are used in this paper.

**Definition 2.1.** Let $B$ be a non-void set and $\varphi$ be a self-mapping on $B$. A FP of $\varphi$ is an object in $B$ that is drawn to itself, i.e. $\tau \in B$ implies $\varphi(\tau) = \tau$.

**Definition 2.2.** Assume that $C' \subseteq B$ be a non-void closed and convex subset. A function $\varphi : C' \rightarrow C'$ is non-expansive if

\[
\|\varphi\tau - \varphi\rho\| \leq \|\tau - \rho\| \quad \forall \tau, \rho \in C'.
\]

**Definition 2.3.** Let $(B, \omega)$ and $\varphi : B \rightarrow B$ be a map on $B$. Define $F\varphi = \{\tau \in B | \varphi\tau = \tau\}$ as the collection of fixed points of $\varphi$, then

\[
\omega(\varphi\tau, \varphi\rho) \leq \mu \omega(\tau, \rho) \forall \tau, \rho \in B
\]

and $\mu \in [0, 1)$ is known as Banach contraction’s condition.

**Definition 2.4.** A mapping $\varphi : B \rightarrow B$ is supposed to be non expensive if $\omega(\varphi\tau, \varphi\rho) \leq \omega(\tau, \rho) \forall \tau, \rho \in B$. It is called a contraction if for all $\tau, \rho \in \{B\}$, $\exists \mu \in (0, 1)$ such that

\[
\|\varphi\tau - \varphi\rho\| \leq \mu\|\tau - \rho\|
\]
Definition 2.5. Let \( \{\sigma_p\} \) and \( \{\sigma'_p\} \) be two sequences approaches to \( n \) and \( m \), then \( \{\sigma_p\} \) moves faster than \( \{\sigma'_p\} \) if

\[
\lim_{p \to \infty} \frac{||\sigma_p - n||}{||\sigma'_p - m||} = 0.
\]

In the following section, we discuss the comparison of various possible iterations obtained by exchanging the coefficients and their comparison analysis is recorded as improved version.

3. Numerical Convergence

Example 1. Let \( B = [1, 50] \) with initial values \( \sigma_0 = 20 \) and \( \tau_0 = 30 \) where the coefficient \( \theta_p = 0.70 \) and \( \delta_p = 0.80 \) for all \( p \geq 0 \). Define two maps \( \varphi_1 : B \to B \) and \( \varphi_2 : B \to B \) by \( \varphi_1(\sigma) = \sigma^{\frac{1}{2}} \) and \( \varphi_2(\sigma) = \sigma^{\frac{1}{3}} \) where \( \varphi_1 \) and \( \varphi_2 \) are the contraction maps.

Solution. Consider the following fixed point iteration scheme:

\[
\varphi_2 \sigma_{p+1} = (1 - \theta_p)\varphi_2 \sigma_p + \theta_p \varphi_1 \tau_p,
\]

\[
\varphi_2 \tau_{p+1} = (1 - \delta_n)\varphi_2 \sigma_p + \delta_p \varphi_1 \tau_p,
\]

where \( \sigma_0 = 20, \tau_0 = 30, \theta_n = 0.70 \) and \( \delta_0 = 0.80 \) for all \( p \geq 0 \),

\[
\varphi_2 \sigma_p + 1 = \theta_p \varphi_2 \sigma_p + (1 - \theta_p) \varphi_1 \tau_p,
\]

\[
\varphi_2 \tau_p = \delta_p \varphi_2 \sigma_p + (1 - \delta_p) \varphi_1 \tau_p,
\]

\[
\varphi_2 \sigma_p + 1 = \theta_p \varphi_2 \sigma_p + (1 - \theta_p) \varphi_1 \tau_p,
\]

\[
\varphi_2 \tau_p = (1 - \delta_p) \varphi_2 \sigma_p + \delta_p \varphi_1 \tau_p,
\]

and

\[
\varphi_2 \sigma_p + 1 = (1 - \theta_p) \varphi_2 \sigma_p + \theta_p \varphi_1 \tau_p,
\]

\[
\varphi_2 \tau_p = \delta_p \varphi_2 \sigma_p + (1 - \delta_p) \varphi_1 \tau_p,
\]

where \( \sigma_0 = 20, \tau_0 = 30, \theta_0 = 0.70 \) and \( \delta_0 = 0.80 \).

Here in the following table, we compare four different cases of this iterative method:
Table 3.1: Comparison of iteration of $\phi, \sigma_{p-1}$

<table>
<thead>
<tr>
<th>Steps</th>
<th>Iteration (5)</th>
<th>Iteration (6)</th>
<th>Iteration (7)</th>
<th>Iteration (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>4.648383871</td>
<td>3.543260003</td>
<td>3.543260004</td>
<td>4.648383188</td>
</tr>
<tr>
<td>3</td>
<td>3.032758079</td>
<td>3.182386197</td>
<td>3.182386198</td>
<td>3.032758080</td>
</tr>
<tr>
<td>4</td>
<td>1.982147798</td>
<td>2.686616150</td>
<td>2.686616151</td>
<td>1.980700986</td>
</tr>
<tr>
<td>5</td>
<td>1.460445409</td>
<td>2.251688906</td>
<td>2.251688907</td>
<td>1.460311366</td>
</tr>
<tr>
<td>6</td>
<td>1.216632658</td>
<td>1.909824677</td>
<td>1.909824679</td>
<td>1.216592446</td>
</tr>
<tr>
<td>7</td>
<td>1.103196627</td>
<td>1.653251704</td>
<td>1.653251631</td>
<td>1.103184565</td>
</tr>
<tr>
<td>8</td>
<td>1.049808611</td>
<td>1.465354602</td>
<td>1.465354552</td>
<td>1.049804993</td>
</tr>
<tr>
<td>9</td>
<td>1.024304786</td>
<td>1.329760594</td>
<td>1.329760560</td>
<td>1.024303702</td>
</tr>
<tr>
<td>10</td>
<td>1.011956989</td>
<td>1.232793443</td>
<td>1.232831915</td>
<td>1.011956664</td>
</tr>
<tr>
<td>11</td>
<td>1.005915998</td>
<td>1.163953511</td>
<td>1.163980442</td>
<td>1.005915902</td>
</tr>
<tr>
<td>12</td>
<td>1.002938283</td>
<td>1.115266094</td>
<td>1.115284946</td>
<td>1.002938255</td>
</tr>
<tr>
<td>13</td>
<td>1.001462984</td>
<td>1.080935480</td>
<td>1.080948677</td>
<td>1.001462977</td>
</tr>
<tr>
<td>14</td>
<td>1.000729583</td>
<td>1.056779417</td>
<td>1.056788655</td>
<td>1.000729583</td>
</tr>
<tr>
<td>15</td>
<td>1.000364205</td>
<td>1.039807876</td>
<td>1.039814343</td>
<td>1.000364205</td>
</tr>
<tr>
<td>16</td>
<td>1.001892300</td>
<td>1.027896654</td>
<td>1.027932324</td>
<td>1.000181923</td>
</tr>
<tr>
<td>17</td>
<td>1.000090907</td>
<td>1.022366281</td>
<td>1.019583767</td>
<td>1.000090907</td>
</tr>
<tr>
<td>18</td>
<td>1.000045437</td>
<td>1.015664181</td>
<td>1.013724207</td>
<td>1.000045437</td>
</tr>
<tr>
<td>19</td>
<td>1.000033789</td>
<td>1.010968819</td>
<td>1.009614730</td>
<td>1.000022714</td>
</tr>
<tr>
<td>20</td>
<td>1.000014678</td>
<td>1.007680119</td>
<td>1.006734203</td>
<td>1.000011550</td>
</tr>
<tr>
<td>21</td>
<td>1.000006674</td>
<td>1.005377057</td>
<td>1.004715888</td>
<td>1.000005677</td>
</tr>
<tr>
<td>22</td>
<td>1.000003137</td>
<td>1.003764426</td>
<td>1.003302095</td>
<td>1.000002838</td>
</tr>
</tbody>
</table>
From the above tables, we analyze the iteration (5) converges more rapid than all iterations (6)-(8). The following pie graph represents the convergence behaviour of this iterative method:
Fig. 3.1: Graphical representation of convergence speed

Fig. 2: Convergence Behaviour Iteration Scheme
4. Conclusion

The above analysis of convergence speed of particular iteration process, it is investigated that the convergence rate of such iterative processes vary efficiently when the coefficients involved in these methods are interchanged with its respective iterative schemes. By numerical consideration, clearly the iterative process (5) converges with a rate faster than the iterations (6)-(8). Moreover, it is clear from the graphical presentation that the iterative procedure (7) moves quicker than the iteration (6) and the iteration (8) approaches to its fixed point better that the iterations (6) and (7). So all in all, we say that the iterative plan (5) moves more rapid than all the cases of fixed point iterative process considered in this manuscript. Therefore, it is analyzed that the coefficients of these iterative processes have a notable effect on the convergence rate on these schemes. Following is the convergence behaviour of this iterative procedure:

References


Division Mathematics,
University Institute of Sciences (UIS),
Chandigarh University,
Gharuan,
Mohali-140413,
Punjab,
India.

Division Mathematics,
University Institute of Sciences (UIS),
Chandigarh University,
Gharuan,
Mohali-140413,
Punjab,
India.