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ABSTRACT. In this paper, we apply the well known method which is Adomian decomposition method to formulate the Shehu transform. The Shehu transform is a Laplace-type integral transform for solving the differential equations. Some examples are shown to illustrate the simplicity and reliability of the proposed method.

1. INTRODUCTION

Adomian decomposition method is a useful tool to solve not only ordinary differential equations but also partial differential equations including both linear and non-linear equations [2]. Some applications in physics, chemistry, and biology are applied Adomian decomposition method (ADM). ADM is applied to solve Klein-Gordon equation which is used to study the quantum movement, and the distribution of physic plasma [6]. ADM was used in nonlocal Timoshenko beam theory to study a nano-switch [5]. Fokker-Planck equation which is using in solid-state physics, quantum optics, and theoretical biology is solved by ADM [7]. However, some complicated computations still have to investigated.
Shehu transform is a Laplace-type integral transform for solving the differential equations in the time domain \[4\]. Although, Shehu transform for some functions are computed and shown in \[4\], the complicated of improper integral may be occurred for some complicated functions. Alternative method to find the Shehu transform is crucial. Therefore, the Adomian decomposition method of the first order linear differential equation is applied to formulate the Shehu transform.

2. Shehu Transform

In this section, Shehu transform definition is presented.

**Theorem 2.1.**\[4\] The Shehu transform of the function \( v(t) \) of exponential order is defined over the set of functions

\[
A = \left\{ v(t) : \exists N, \eta_1, \eta_2 > 0, |v(t)| < N \exp \left( \frac{|t|}{\eta_1} \right), t \in (-1)^i \times [0, \infty) \right\},
\]

by the following integral

\[
\mathcal{S}[v(t)] = V(s, u) = \int_0^\infty \exp \left( \frac{-st}{u} \right) v(t) dt,
\]

where \( \mathcal{S}[v(t)] = V(s, u) \) is the Shehu transformation of the time function \( v(t) \) and the variables \( s > 0 \) and \( u > 0 \) are the Shehu transform variables. \( \mathcal{S}^{-1}[V(s, u)] \) is called inverse Shehu transform of \( v(t) \) defined by

\[
v(t) = \mathcal{S}^{-1}[V(s, u)] = \frac{1}{2\pi i} \int_{\alpha-i\infty}^{\alpha+i\infty} \frac{1}{u} \exp \left( \frac{st}{u} \right) V(s, u) ds.
\]

3. Adomain Decomposition Method

Adomain decompositon method is a method for solving both linear and non-linear differential equations. In this work, the first order ordinary differential equation is taken into account. Consider the following equation with an initial condition,

\[
\frac{dy}{dt} + p(t)y = v(t), \quad y(0) = 0.
\]
The analytical solution of (3.1) is
\[ \mu(t) y(t) = \int \mu(t) v(t) dt, \]
where \( \mu(t) = e^{\int p(t) dt} \). Using the operator \( L(\cdot) = \frac{d}{dt}(\cdot) \) and \( p \) is any constant, the equation (3.1) is rewritten as,
\[ L(y) + py = v(t), \]
or,
\( (3.2) \)
\[ y = \frac{v(t)}{p} - \frac{L(y)}{p}. \]

Let the solution of the equation (3.1) be written in the series representation, so \( y(t) = \sum_{i=0}^{\infty} y_i \). Then, the equation (3.2) become
\( (3.3) \)
\[ \sum_{i=0}^{\infty} y_i = \frac{v(t)}{p} - \frac{1}{p} L \left( \sum_{i=0}^{\infty} y_i \right). \]

Compare both sides of equation (3.3), resulting
\[ y_0 = \frac{v(t)}{p} \]
\[ y_1 = -\frac{1}{p} L(y_0) = -\frac{1}{p} L \left( \frac{v(t)}{p} \right) \]
\[ y_2 = -\frac{1}{p} L(y_1) = (-1)^2 \frac{1}{p^2} L^2 \left( \frac{v(t)}{p} \right) \]
\[ y_3 = -\frac{1}{p} L(y_2) = (-1)^3 \frac{1}{p^3} L^3 \left( \frac{v(t)}{p} \right) \]
\[ \vdots \]
The general form is
\( (3.4) \)
\[ y_i = (-1)^i \frac{1}{p^i} L^i \left( \frac{v(t)}{p} \right), \]
where \( L^i(\cdot) = \frac{d^i}{dt^i}(\cdot), i = 1, 2, \ldots \) is \( i \)-fold differential operator. The convergence of the ADM was discussed by Cherruault [1,3].
4. Shehu Transform Computation by Adomian Decomposition Method

Shehu transform definition is an improper integral over time. The more complicated function, the more complicated integral. In this work, Adomain decomposition method is applied to solve this problem. Start with equation (3.1) and suppose that $p = -\frac{s}{u}$ for $s > 0$, $u > 0$, this will give

$$\int \exp \left( -\frac{st}{u} \right) v(t) \, dt = \exp \left( -\frac{st}{u} \right) y(t).$$

Integrating from zero to infinity of equation (4.1) makes the left hand side of this equation become the Shehu transform of $v(t)$. Decompose $y$ as in equation (3.4) to obtain

$$S[v(t)] = \int_0^\infty \exp \left( -\frac{st}{u} \right) v(t) \, dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^\infty y_i \right) \right]_0^\infty.$$

The examples of using this method are functions, $v(t) = 1$, $t$, $\exp(at)$, $t^n$, $\sin(at)$, and $\cosh(at)$.

**Example 1.** Let $v(t) = 1$ then by the Shehu transform of equation (4.2), we have

$$S[1] = \int_0^\infty \exp \left( -\frac{st}{u} \right) dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^\infty y_i \right) \right]_0^\infty.$$

According to scheme (3.4), we have

$$y_0 = \frac{v(t)}{p(t)} = -\frac{u}{s},$$

$$y_1 = y_2 = \cdots = 0.$$

Therefore,

$$S[1] = \left[ \exp \left( -\frac{st}{u} \right) \left( -\frac{u}{s} \right) \right]_0^\infty = \frac{u}{s}.$$

**Example 2.** Let $v(t) = t$, from equation (4.2) we have

$$S[t] = \int_0^\infty \exp \left( -\frac{st}{u} \right) t \, dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^\infty y_i \right) \right]_0^\infty.$$
From scheme (3.4), we have

\[
y_0 = \frac{v(t)}{p} = -\frac{ut}{s}
\]

\[
y_1 = -\frac{1}{p}L\left( \frac{v(t)}{p} \right) = -\frac{u^2}{s^2}
\]

\[
y_2 = y_3 = \cdots = 0.
\]

Therefore,

\[
S[t] = \left[ \exp \left( -\frac{st}{u} \right) \left( -\frac{ut}{s} - \frac{u^2}{s^2} \right) \right]_0^\infty = \frac{u^2}{s^2}.
\]

**Example 3.** Let \( v(t) = \exp(at) \), from equation (4.2) we have

\[
S[\exp(at)] = \int_0^\infty \exp \left( -\frac{st}{u} \right) \exp(at) dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^{\infty} y_i \right) \right]_0^\infty.
\]

From scheme (3.4), we have

\[
y_0 = \frac{v(t)}{p} = -\frac{ue^{at}}{s}
\]

\[
y_1 = -\frac{1}{p}L\left( \frac{v(t)}{p} \right) = -\frac{u^2ae^{at}}{s^2}
\]

\[
y_2 = -(-1)^2\frac{1}{p^2}L^2\left( \frac{v(t)}{p} \right) = -\frac{u^3a^2e^{at}}{s^3}
\]

\[
y_3 = (-1)^3\frac{1}{p^3}L^3\left( \frac{v(t)}{p} \right) = -\frac{u^4a^3e^{at}}{s^4}
\]

\[\vdots\]

\[
y_n = -\frac{u^{n+1}a^ne^{at}}{s^{n+1}}, \quad n = 0, 1, 2, 3, \ldots.
\]

Then,

\[
S[e^{at}] = \left[ \exp \left( -\frac{st}{u} \right) \left( -\frac{ue^{at}}{s} - \frac{u^2ae^{at}}{s^2} - \frac{u^3a^2e^{at}}{s^3} - \frac{u^4a^3e^{at}}{s^4} - \cdots \right) \right]_0^\infty
\]

\[
= \frac{u}{s} + \frac{u^2a}{s^2} + \frac{u^3a^2}{s^3} + \frac{u^4a^3}{s^4} + \cdots + \frac{u^{n+1}a^n}{s^{n+1}} + \cdots
\]

\[
= \frac{u}{s - au}, \quad s > au.
\]
Example 4. Let \( v(t) = t^n \), from the Shehu transform (4.2) we have

\[
S[t^n] = \int_0^\infty \exp \left( -\frac{st}{u} \right) t^n \, dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^{\infty} y_i \right) \right]_0^\infty.
\]

From scheme (3.4), we have

\[
y_0 = \frac{v(t)}{p} = -\frac{ut^n}{s},
\]
\[
y_1 = -\frac{1}{p} L \left( \frac{v(t)}{p} \right) = -\frac{u^2 nt^{n-1}}{s^2},
\]
\[
y_2 = (-1)^2 \frac{1}{p^2} L^2 \left( \frac{v(t)}{p} \right) = -\frac{u^3 n(n-1) t^{n-2}}{s^3},
\]
\[
y_3 = (-1)^3 \frac{1}{p^3} L^3 \left( \frac{v(t)}{p} \right) = -\frac{u^4 n(n-1)(n-2) t^{n-3}}{s^4},
\]
\[
\vdots
\]
\[
y_n = -\frac{u^{n+1}}{s^{n+1} n!}.
\]

We can see that, \( y_{n+1} = y_{n+2} = \cdots = 0 \). So, we get the following

\[
S[t^n] = \left[ \exp \left( -\frac{st}{u} \right) \left( -\frac{ut^n}{s} - \frac{u^2 nt^{n-1}}{s^2} - \frac{u^3 n(n-1) t^{n-2}}{s^3} - \cdots - \frac{u^{n+1}}{s^{n+1} n!} \right) \right]_0^\infty
\]
\[
= \left( \frac{u}{s} \right)^{n+1} n!.
\]

Example 5. Let \( v(t) = \sin(at) \), from the Shehu transform (4.2) we have

\[
S[\sin(at)] = \int_0^\infty \exp \left( -\frac{st}{u} \right) \sin(at) \, dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^{\infty} y_i \right) \right]_0^\infty.
\]

From equation (3.4), we have
\begin{align*}
y_0 &= \frac{v(t)}{p(t)} = -\frac{u}{s} \sin(at) \\
y_1 &= -\frac{1}{p} L \left( \frac{v(t)}{p} \right) = -\frac{u^2}{s^2} \cos(at) \\
y_2 &= (-1)^2 \frac{1}{p^2} L^2 \left( \frac{v(t)}{p} \right) = \frac{u^3}{s^3} \sin(at) \\
y_3 &= (-1)^3 \frac{1}{p^3} L^3 \left( \frac{v(t)}{p} \right) = \frac{u^4}{s^4} \cos(at) \\
&\vdots
\end{align*}

Therefore,

\begin{align*}
\mathcal{S}[\sin(at)] &= \left[ \exp \left( -\frac{st}{u} \right) \left( -\frac{u}{s} \sin(at) - \frac{u^2}{s^2} \cos(at) + \frac{u^3}{s^3} \sin(at) \right. \\
&\quad \left. + \frac{u^4}{s^4} \cos(at) \right) - \cdots \right]_0^\infty \\
&= \frac{u^2 a}{s^2} - \frac{u^4 a^3}{s^4} + \frac{u^6 a^5}{s^6} - \cdots = \frac{u^2 a}{s^2 + u^2 a}.
\end{align*}

\textbf{Example 6.} Let \( v(t) = \cosh(at) \), from the Shehu transform \((4.2)\) we have

\begin{align*}
\mathcal{S}[\cosh(at)] &= \int_0^\infty \exp \left( -\frac{st}{u} \right) \cosh(at) dt = \left[ \exp \left( -\frac{st}{u} \right) \left( \sum_{i=0}^{\infty} y_i \right) \right]_0^\infty \\
\text{From equation} \ (3.4), \text{we have}
\end{align*}

\begin{align*}
y_0 &= \frac{v(t)}{p} = -\frac{u}{s} \cosh(at) \\
y_1 &= -\frac{1}{p} L \left( \frac{v(t)}{p} \right) = -\frac{u^2}{s^2} \sinh(at) \\
y_2 &= (-1)^2 \frac{1}{p^2} L^2 \left( \frac{v(t)}{p} \right) = \frac{u^3}{s^3} \cosh(at) \\
y_3 &= (-1)^3 \frac{1}{p^3} L^3 \left( \frac{v(t)}{p} \right) = \frac{u^4}{s^4} \sinh(at) \\
&\vdots
\end{align*}
Therefore,

\[ S[\cosh(at)] = \left[ \exp \left( -\frac{st}{u} \right) \left( -\frac{u}{s} \cosh(at) - \frac{u^2}{s^2} \sinh(at)a - \frac{u^3}{s^3} \cosh(at)a^2 
\right.
\]
\[ \left. - \frac{u^4}{s^4} \sinh(at)a^3 - \cdots \right) \right]_0^\infty
\]
\[ = \frac{u}{s} + \frac{u^3a^2}{s^3} + \frac{u^5a^4}{s^5} + \cdots
\]
\[ = \frac{us}{s^2 - u^2a^2}. \]

5. Conclusion

The decomposition method is a simple method for solving the order differential equation. In this work, this method has been applied to compute Shehu transform for some functions. It has been observed that the suggested method is simplicity for Shehu transform. Using definition of Shehu transform, the improper integral has to compute while using ADM, it requires only simple differentiation.
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